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Topological quantum computation has emerged as one of the most exciting approaches to constructing a fault-tolerant quantum computer. The proposal relies on the existence of topological states of matter whose quasiparticle excitations are neither bosons nor fermions, but are particles known as non-Abelian anyons, meaning that they obey non-Abelian braiding statistics. Quantum information is stored in states with multiple quasiparticles, which have a topological degeneracy. The unitary gate operations that are necessary for quantum computation are carried out by braiding quasiparticles and then measuring the multiquasiparticle states. The fault tolerance of a topological quantum computer arises from the nonlocal encoding of the quasiparticle states, which makes them immune to errors caused by local perturbations. To date, the only such topological states thought to have been found in nature are fractional quantum Hall states, most prominently the $\nu=5/2$ state, although several other prospective candidates have been proposed in systems as disparate as ultracold atoms in optical lattices and thin-film superconductors. In this review article, current research in this field is described, focusing on the general theoretical concepts of non-Abelian statistics as it relates to topological quantum computation, on understanding non-Abelian quantum Hall states, on proposed experiments to detect non-Abelian anyons, and on proposed architectures for a topological quantum computer. Both the mathematical underpinnings of topological quantum computation and the physics of the subject are addressed, using the $\nu=5/2$ fractional quantum Hall state as the archetype of a non-Abelian topological state enabling fault-tolerant quantum computation.
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I. INTRODUCTION

In recent years, physicists’ understanding of the quantum properties of matter has undergone a major revolution, precipitated by surprising experimental discoveries and profound theoretical revelations. Landmarks include the discoveries of the fractional quantum Hall effect and high-temperature superconductivity, and the advent of topological quantum field theories. At the same time, new potential applications for quantum matter burst on the scene, punctuated by the discoveries of Shor’s factorization algorithm and quantum error correction protocols. Remarkably, there has been a convergence between these developments. Nowhere is this more dramatic than in topological quantum computation, which seeks to exploit the emergent properties of many-particle systems to encode and manipulate quantum information in a manner that is resistant to error.

It is rare for a new scientific paradigm, with its attendant concepts and mathematical formalism, to develop in parallel with potential applications, with all of their detailed technical issues. However, the physics of topological phases of matter is not only evolving alongside topological quantum computation but is even informed by it. Therefore this review must necessarily be rather sweeping in scope, introducing the concepts of non-Abelian anyons and topological quantum computation, their interconnections, and how they may be realized in physical systems, particularly in several fractional quantum Hall states. [For a popular account, see Collins (2006); for a slightly more technical one, see Das Sarma, Freedman, et al. (2006.)] This exposition will take us on a tour extending from knot theory and topological quantum field theory to conformal field theory and the quantum Hall effect to quantum computation and all the way to the physics of gallium arsenide devices.

The body of this paper is composed of three parts: Secs. II–IV. Section II is rather general, avoids technical details, and aims to introduce concepts at a qualitative level. Section II should be of interest, and should be accessible, to all readers. In Sec. III we describe the theory of topological phases in more detail. In Sec. IV, we describe how a topological phase can be used as a platform for fault-tolerant quantum computation. The second and third parts are probably of more interest to theorists, experienced researchers, and those who hope to conduct research in this field.

Section II.A.1 begins by discussing the concept of braiding statistics in $2+1$ dimensions. We define the idea of a non-Abelian anyon, a particle exhibiting non-Abelian braiding statistics. Section II.A.2 discusses how non-Abelian anyons can arise in a many-particle system. We then review the basic ideas of quantum computation and the problems of errors and decoherence in Sec. II.B.1. We explain in Sec. II.B.2 how non-Abelian statistics naturally leads to the idea of topological quantum computation, and explain why it is a good approach to error-free quantum computation. In Sec. II.C, we describe the non-Abelian quantum Hall systems which are the most likely arena for observing non-Abelian anyons (and hence for producing a topological quantum computer). Section II.C.1 gives a review of quantum Hall physics. Section II.C.2 introduces non-Abelian quantum Hall states. This section also explains the importance of numerical work in this field for determining which quantum Hall states are non-Abelian. Section II.C.3 describes some of the proposed interference experiments which may be able to distinguish Abelian from non-Abelian quantum Hall states. Section II.C.4 shows how qubits and elementary gates can be realized in a quantum Hall device. Section II.C.5 discusses some of the engineering issues associated with the physical systems where quantum Hall physics is observed. In Sec. II.D we discuss some of the other, non-quantum-Hall, systems where it has been proposed that non-Abelian anyons (and hence topological quantum computation) might occur.

Sections III and IV are written to be accessible to the broadest possible audiences, but they might be somewhat harder going than Sec. II. Section III introduces the theory of topological phases in detail. Topological quantum computation can become a reality only if some physical system “condenses” into a non-Abelian topological phase. In Sec. III, we describe the universal low-energy, long-distance physics of such phases. We also discuss how they can be experimentally detected in the
quantum Hall regime, and when they might occur in other physical systems. Our focus is on a sequence of universality classes of non-Abelian topological phases, associated with $SU(2)_k$ Chern-Simons theory, described in Sec. III.A. The first interesting member of this sequence, $k=2$, is realized in chiral $p$-wave superconductors and in the leading theoretical model for the $\nu=5/2$ fractional quantum Hall state. Section III.B shows how this universality class can be understood with conventional BCS theory. In Sec. III.C, we describe how the topological properties of the entire sequence of universality classes (of which $k=2$ is a special case) can be understood using Witten’s connection between Chern-Simons theory and the Jones polynomial of knot theory. In Sec. III.D, we describe an alternate formalism for understanding the topological properties of Chern-Simons theory, namely, through conformal field theory. The discussion revolves around the application of this formalism to fractional quantum Hall states and explains how non-Abelian quantum Hall wave functions can be constructed with conformal field theory. The Appendix gives an introduction to conformal field theory. In Sec. III.E, we discuss the gapless edge excitations which necessarily accompany chiral [i.e., parity- ($P$-) and time-reversal- ($T$-) violating] topological phases. These excitations are useful for interferometry experiments, as discussed in Sec. III.F. Finally, in Sec. III.G, we discuss topological phases that do not violate parity and time-reversal symmetries. These phases emerge in models of electrons, spins, or bosons on lattices which could describe transition metal oxides, Josephson junction arrays, or ultracold atoms in optical lattices.

In Sec. IV, we discuss how quasiparticles in topological phases can be used for quantum computation. We first discuss the case of $SU(2)_2$, which is the leading candidate for the $\nu=5/2$ fractional quantum Hall state. We show in Sec. IV.A how qubits and gates can be manipulated in a gated GaAs device supporting this quantum Hall state. We discuss why quasiparticle braiding alone is not sufficient for universal quantum computation and how this limitation of the $\nu=5/2$ state can be circumvented. Section IV.B discusses how topological computations can be performed in the simplest non-Abelian theory that is capable of universal topological quantum computation, the so-called Fibonacci anyon theory. In Sec. IV.C, we show that the $SU(2)_k$ theories support universal topological quantum computation for all integers $k$ except $k=1,2,4$. In Sec. IV.D, we discuss the physical processes that will cause errors in a topological quantum computer.

Finally, we conclude in Sec. V. We discuss questions for the immediate future, primarily centered on the $\nu=5/2$ and $12/5$ fractional quantum Hall states. We also discuss a broader set of questions relating to non-Abelian topological phases and fault-tolerant quantum computation.

II. BASIC CONCEPTS

A. Non-Abelian anyons

1. Non-Abelian braiding statistics

Quantum statistics is one of the basic pillars of the quantum mechanical view of the world. It is the property that distinguishes fermions from bosons: the wave function that describes a system of many identical particles should satisfy the proper symmetry under the interchange of any two particles. In three spatial dimensions and one time dimension $[(3+1)D]$ there are only two possible symmetries—the wave function of bosons is symmetric under exchange while that of fermions is antisymmetric. One cannot overemphasize, of course, the importance of the wave function symmetry, which is the root of the Pauli principle, superfluidity, the metallic state, Bose-Einstein condensation, and a long list of other phenomena.

The limitation to one of two possible types of quantum symmetry originates from the observation that a process in which two particles are adiabatically interchanged twice is equivalent to a process in which one of the particles is adiabatically taken around the other. Since, in three dimensions, wrapping one particle all the way around another is topologically equivalent to a process in which none of the particles move at all, the wave function should be left unchanged by two such interchanges of particles. The only two possibilities are for the wave function to change by a $\pm$ sign under a single interchange, corresponding to the cases of bosons and fermions, respectively.

We can recast this in path integral language. Suppose we consider all possible trajectories in $3+1$ dimensions which take $N$ particles from initial positions $R_1, R_2, \ldots, R_N$ at time $t_f$ to final positions $R_1, R_2, \ldots, R_N$ at time $t_i$. If the particles are distinguishable, then there are no topologically nontrivial trajectories, i.e., all trajectories can be continuously deformed into the trajectory in which the particles do not move at all (straight lines in the time direction). If the particles are indistinguishable, then the different trajectories fall into topological classes corresponding to the elements of the permutation group $S_N$, with each element of the group specifying how the initial positions are permuted to obtain the final positions. To define the quantum evolution of such a system, we must specify how the permutation group acts on the states of the system. Fermions and bosons correspond to the only two one-dimensional irreducible representations of the permutation group of $N$ identical particles.

Two-dimensional systems are qualitatively different from those in three (and higher dimensions) in this respect. [For a pedagogical review, see Stern (2008)]. A particle loop that encircles another particle in two di-

---

1 Higher-dimensional representations of the permutation group, known as “parastatistics,” can always be decomposed into fermions or bosons with an additional quantum number attached to each particle (Doplicher et al., 1971; 1974).
dimensions cannot be deformed to a point without cutting through the other particle. Consequently, the notion of a winding of one particle around another in two dimensions is well defined. Thus, when two particles are interchanged twice in a clockwise manner, their trajectory involves a nontrivial winding, and the system does not necessarily come back to the same state. This topological difference between two and three dimensions, first realized by Leinaas and Myrheim (1977) and Wilczek (1982a), leads to a difference in the possible quantum mechanical properties for quantum systems when particles are confined to (2+1)D (see also Goldin et al., 1981 and Wu, 1984). [As an aside, we mention that in (1+1)D quantum statistics is not well defined since particle interchange is impossible without one particle going through another, and bosons with hard-core repulsion are equivalent to fermions.]

Suppose that we have two identical particles in two dimensions. Then, when one particle is exchanged in a counterclockwise manner with the other, the wave function can change by an arbitrary phase,

$$\psi(r_1,r_2) \rightarrow e^{i\theta}\psi(r_1,r_2).$$

The phase need not be merely a ± sign because a second counterclockwise exchange need not lead back to the initial state but can result in a nontrivial phase:

$$\psi(r_1,r_2) \rightarrow e^{2i\theta}\psi(r_1,r_2).$$

The special cases $\theta=0,\pi$ correspond to bosons and fermions, respectively. Particles with other values of the statistical angle $\theta$ are called anyons (Wilczek, 1990). We refer to such particles as anyons with statistics $\theta$.

We now consider the general case of $N$ particles, where a more complex structure arises. The topological classes of trajectories which take these particles from initial positions $R_1, R_2, \ldots, R_N$ at time $t_i$ to final positions $R_1, R_2, \ldots, R_N$ at time $t_f$ are in one-to-one correspondence with the elements of the braid group $B_N$. An element of the braid group can be visualized by thinking of trajectories of particles as world lines (or strands) in (2+1)-dimensional space-time originating at initial positions and terminating at final positions, as shown in Fig. 1. The time direction will be represented vertically on the page, with the initial time at the bottom and the final time at the top. An element of the $N$-particle braid group is an equivalence class of such trajectories up to smooth deformations. To represent an element of a class, we draw the trajectories on paper with the initial and final points ordered along lines at the initial and final times. When drawing the trajectories, we must be careful to distinguish when one strand passes over or under another, corresponding to a clockwise or counterclockwise exchange. We also require that any intermediate time slice must intersect $N$ strands cannot “double back,” which would amount to particle creation or annihilation at intermediate stages. We do not allow this because we assume that the particle number is known. (We consider particle creation and annihilation later when discussing field theories of anyons and, from a mathematical perspective, when discussing the idea of a “category” in Sec. IV.) Then, the multiplication of two elements of the braid group is the successive execution of the corresponding trajectories, i.e., the vertical stacking of the two drawings. (As may be seen from the figure, the order in which they are multiplied is important because the group is non-Abelian, meaning that multiplication is not commutative.)

The braid group can be represented algebraically in terms of generators $\sigma_i$, with $1 \leq i \leq N-1$. We choose an arbitrary ordering of the particles $1, 2, \ldots, N$; $\sigma_i$ is a counterclockwise exchange of the $i$th and $(i+1)$th particles. $\sigma_i^{-1}$ is therefore a clockwise exchange of the $i$th and $(i+1)$th particles. The $\sigma_i$’s satisfy the defining relations (see Fig. 1),

$$\sigma_i \sigma_j = \sigma_j \sigma_i \quad \text{for } |i-j| \geq 2,$$

$$\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \quad \text{for } 1 \leq i \leq N-1. \quad (3)$$

The only difference from the permutation group $S_N$ is that $\sigma_i^2 \neq 1$, but this makes an enormous difference. While the permutation group is finite, the number of elements in the group $|S_N| = N!$, the braid group is infinite, even for just two particles. Furthermore, there are nontrivial topological classes of trajectories even when the particles are distinguishable, e.g., in the two-particle case those trajectories in which one particle winds around the other an integer number of times. These topological classes correspond to the elements of the “pure” braid group, which is the subgroup of the braid group containing only elements that bring each particle

![FIG. 1. Graphical representation of elements of the braid group. Top: The two elementary braid operations $\sigma_1$ and $\sigma_2$ on three particles. Middle: Shown here $\sigma_1 \sigma_2 \neq \sigma_2 \sigma_1$; hence the braid group is non-Abelian. Bottom: The braid relation [Eq. (3)] $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$.](image)
back to its own initial position, not the initial position of other particles. The richness of the braid group is the key fact enabling quantum computation through quasiparticle braiding.

To define the quantum evolution of a system, we specify how the braid group acts on the states of the system. The simplest possibilities are one-dimensional representations of the braid group. In these cases, the wave function acquires a phase $2\theta$ when one particle is taken around another, analogous to Eqs. (1) and (2). The special cases $\theta=0,\pi$ are bosons and fermions, respectively, while particles with other values of $\theta$ are anyons (Wilczek, 1990). These are straightforward many-particle generalizations of the two-particle case considered above. An arbitrary element of the braid group is represented by the factor $e^{im\theta}$, where $m$ is the total number of times that one particle winds around another in a counterclockwise manner (minus the number of times that a particle winds around another in a clockwise manner). These representations are Abelian since the order of braiding operations is unimportant. However, they can still have quite rich structure since there can be $n$, different particle species with parameters $\theta_{ab}$, where $a,b = 1,2,\ldots,n$, specifying the phases resulting from braiding a particle of type $a$ around a particle of type $b$. Since distinguishable particles can braid nontrivially, i.e., $\theta_{ab}$ can be nonzero for $a \neq b$ as well as for $a=b$, anyonic “statistics” is better understood as a kind of topological interaction between particles.

We now turn to non-Abelian braiding statistics, which are associated with higher-dimensional representations of the braid group. Higher-dimensional representations can occur when there is a degenerate set of $g$ states with particles at fixed positions $R_1, R_2,\ldots, R_g$. We define an orthonormal basis $\psi_{\alpha}$, $\alpha=1,2,\ldots,g$, of these degenerate states. Then an element of the braid group—say $\sigma_1$, which exchanges particles 1 and 2—is represented by a $g \times g$ unitary matrix $\rho(\sigma_1)$ acting on these states,

$$\psi_\alpha \rightarrow \left[\rho(\sigma_1)\right]_{\alpha\beta} \psi_\beta. \quad (4)$$

On the other hand, exchanging particles 2 and 3 leads to

$$\psi_\alpha \rightarrow \left[\rho(\sigma_2)\right]_{\alpha\beta} \psi_\beta. \quad (5)$$

Both $\rho(\sigma_1)$ and $\rho(\sigma_2)$ are $(g \times g)$-dimensional unitary matrices, which define unitary transformation within the subspace of degenerate ground states. If $\rho(\sigma_1)$ and $\rho(\sigma_2)$ do not commute, $\left[\rho(\sigma_1)\right]_{\alpha\beta} \left[\rho(\sigma_2)\right]_{\gamma\beta} \neq \left[\rho(\sigma_2)\right]_{\alpha\beta} \left[\rho(\sigma_1)\right]_{\beta\gamma}$, the particles obey non-Abelian braiding statistics. Unless they commute for any interchange of particles, in which case the particles’ braiding statistics is Abelian, braiding quasiparticles will cause nontrivial rotations within the degenerate many-quasiparticle Hilbert space. Furthermore, it will essentially be true at low energies that the only way to make nontrivial unitary operations on this degenerate space is by braiding quasiparticles around each other. This statement is equivalent to a statement that no local perturbation can have nonzero matrix elements within this degenerate space.

A system with anyonic particles will generally have multiple types of anyons. For instance, in a system with Abelian anyons with statistics $\theta$, a bound state of two such particles has statistics $4\theta$. Even if no such stable bound state exists, we may wish to bring two anyons close together while all other particles are much further away. Then the two anyons can be approximated as a single particle whose quantum numbers are obtained by combining the quantum numbers, including the topological quantum numbers, of the two particles. As a result, a complete description of the system must also include these “higher” particle species. For instance, if there are $\theta=\pi/m$ anyons in the system, then there are also $\theta=4\pi/m, 9\pi/m, \ldots, (m-1)^2\pi/m$. Since the statistics parameter is well defined only up to $2\pi$, $\theta=(m-1)^2\pi/m=+\pi/m$ for $m$ even and $\pi+\pi/m$ for $m$ odd. The formation of a different type of anyon by bringing together two anyons is called fusion. When a statistics-$\pi/m$ particle is fused with a statistics-$(-\pi/m)$ particle, the result has statistics $\theta=0$. It is convenient to call this the “trivial” particle. As far as topological properties are concerned, such a boson is as good as the absence of any particle, so the trivial particle is also sometimes called the “vacuum.” We often denote the trivial particle by $1$.

With Abelian anyons that are made by forming successively larger composites of $\pi/m$ particles, the fusion rule is $n^2\pi/m \times k^2\pi/m = (n+k)^2\pi/m$. We use $a \times b$ to denote $a$ fused with $b$.) However, for non-Abelian anyons, the situation is more complicated. As with ordinary quantum numbers, there might not be a unique way of combining topological quantum numbers (e.g., two spin-1/2 particles could combine to form either a spin-0 or a spin-1 particle). The different possibilities are called the different fusion channels. This is usually denoted by

$$\phi_a \times \phi_b = \sum_c N_{ab}^c \phi_c, \quad (6)$$

which represents the fact that, when a particle of species $a$ fuses with one of species $b$, the result can be a particle of species $c$ if $N_{ab}^c \neq 0$. For Abelian anyons, the fusion multiplicities $N_{ab}^c=1$ for only one value of $c$ and $N_{ab}^c=0$ for all $c \neq c$. For particles of type $k$ with statistics $\theta_k = \pi k^2/m$, i.e., $N_{kk'} = \delta_{k+k',k}$. For non-Abelian anyons, there is at least one $a,b$ such that there are multiple fusion channels $c$ with $N_{ab}^c \neq 0$. In the examples that we consider, $N_{ab}^c=0$ or 1, but there are theories for which $N_{ab}^c>1$ for some $a,b,c$. In this case, $a$ and $b$ can fuse to form $c$ in $N_{ab}^c>1$ different distinct ways. We use $\tilde{a}$ to denote the antiparticle of particle species $a$. When $a$ and $\tilde{a}$ fuse, they can always fuse to 1 in precisely one way, i.e., $N_{a\tilde{a}}=1$; in the non-Abelian case, they may or may not be able to fuse to other particle types as well.

The different fusion channels are one way of accounting for the different degenerate multiparticle states. We see how this works in one simple model of non-Abelian anyons, discussed in Sec. III. As discussed in Sec. III,
this model is associated with “Ising anyons” (which are so named for reasons that will clear in Secs. III.D and III.E), SU(2)_{z}, and chiral p superconductors. There are slight differences between these three theories, relating to Abelian phases, but these are unimportant for the present discussion. This model has three different types of anyon, which can be variously called 1, σ, ψ or 0, \frac{1}{2}, 1. (Unfortunately, the notation is confusing because the trivial particle is called “1” in the first model but “0” in the second; however, we avoid confusion by using bold-faced 1 to denote the trivial particle.) The fusion rules for such anyons are

\[
\sigma \times \sigma = 1 + \psi, \quad \sigma \times \psi = \sigma, \quad \psi \times \psi = 1,
\]

\[
1 \times x = x \quad \text{for } x = 1, \sigma, \psi.
\]  

(7)

[Translating these rules into the notation of SU(2)_{z}, we see that these fusion rules are similar to the decomposition rules for tensor products of irreducible SU(2) representations, but differ in the important respect that 1 is the maximum spin so that \(\frac{1}{2} \times \frac{1}{2} = 0 = 1\), as in the SU(2) case, but \(\frac{1}{2} \times 1 = \frac{3}{2}\) and \(1 \times 1 = 0\).] Note that there are two different fusion channels for two \(\sigma\)’s. As a result, if there are four \(\sigma\)’s which fuse together to give 1, there is a two-dimensional space of such states. If we divided the four \(\sigma\)’s into two pairs, by grouping particles 1,2 and 3,4, then a basis for the two-dimensional space is given by the state in which 1,3 fuse to 1 or 1,3 fuse to \(\psi\) (2,4 must fuse to the same particle type as do 1,3 in order that all present discussion. This model has three different types to Abelian phases, but these are unimportant for the slight differences between these three theories, relating to the CFT context in the Appendix.]

The different states in this degenerate multianyon state space transform into each other under braiding. However, two particles cannot change their fusion channel simply by braiding with each other, since their total topological charge can be measured along a far distant loop enclosing the two particles. They must braid with a third particle in order to change their fusion channel. Consequently, when two particles fuse in a particular channel (rather than a linear superposition of channels), the effect of taking one particle around the other is multiplication by a phase. This phase resulting from a counterclockwise exchange of particles of types \(a\) and \(b\) which fuse to a particle of type \(c\) is called \(R_{cb}^{ab}\). In the Ising anyon case, as derived in Sec. III and the Appendix, \(R_{1}^{\sigma \sigma} = e^{-i\pi/8}, R_{\psi \psi}^{\sigma \sigma} = e^{i\pi/8}, R_{1}^{\psi \psi} = -1, R_{\sigma \psi}^{\sigma \psi} = i\). For an example of how this works, suppose that we create a pair of \(\sigma\) quasiparticles out of the vacuum. They will necessarily fuse to 1. If we take one around another, the state will change by a phase \(e^{-i\pi/8}\). If we take a third \(\sigma\) quasiparticle and take it around one, but not both, of the first two, then the first two will now fuse to \(\psi\), as shown in Sec. III. If we now take one of the first two around the other, the state will change by a phase \(e^{i\pi/8}\).  

In order to fully specify the braiding statistics of a system of anyons, it is necessary to specify (i) the particle species, (ii) the fusion rules \(N_{ab}^{\sigma\sigma}\), (iii) the F matrices, and (iv) the R matrices. In Sec. IV, we introduce the other sets of parameters, namely, the topological spins \(\Theta_{a}\) and the S matrix, which, together with the parameters i–iv above, fully characterize the topological properties of an anyon system. Some readers may be familiar with the incarnation of these mathematical structures in conformal field theory (CFT), where they occur for reasons explained in Sec. III.D; we review these properties in the CFT context in the Appendix.

Quasiparticles obeying non-Abelian braiding statistics, or simply non-Abelian anyons, were first considered in conformal field theory by Moore and Seiberg (1988, 1989) and in Chern-Simons theory by Witten (1989). They were discussed in discrete gauge theories and linked to the representation theory of quantum groups by Bais (1980) and Bais et al. (1992; Bais, van Driel, et al., 1993; Bais, Morozov, et al., 1993). They were discussed in a more general context by Fredenhagen et al. (1989) and Fröhlich and Gabbiani (1990). The properties of non-Abelian quasiparticles make them appealing for use in a quantum computer. But, before discussing this,
we review how they could occur in nature and then the basic ideas behind quantum computation.

2. Emergent anyons

The preceding considerations show that exotic braiding statistics is a theoretical possibility in \( (2+1) \)-D, but they do not tell us when and where they might occur in nature. Electrons, protons, atoms, and photons are all either fermions or bosons even when they are confined to move in a two-dimensional plane. However, if a system of many electrons (or bosons, atoms, etc.) confined to a two-dimensional plane has excitations which are localized disturbances of its quantum-mechanical ground state, known as quasiparticles, then these quasiparticles can be anyons. When a system has anyonic quasiparticle excitations above its ground state, it is in a topological phase of matter. (A more precise definition of a topological phase of matter is given in Sec. III.)

We now describe how anyons might arise as an emergent property of a many-particle system. Consider the ground state of a \((2+1)\)-dimensional system of electrons, whose coordinates are \((r_1, \ldots, r_n)\). We assume that the ground state is separated from the excited states by an energy gap (i.e., it is incompressible), as in fractional quantum Hall states in 2D electron systems. The lowest-energy electrically charged excitations are known as quasiparticles or quasiholes, depending on the sign of their electric charge. (The term quasiparticle is also used in a generic sense to mean both quasiparticle and quasihole as in the previous section.) These quasiparticles are local disturbances to the wave function of electrons corresponding to a quantized amount of total charge.

We now introduce into the system's Hamiltonian a scalar potential composed of many local "traps," each sufficient to capture exactly one quasiparticle. These traps may be created by impurities, by small gates, or by the potential created by tips of scanning microscopes. The quasiparticle's charge screens the potential introduced by the trap and the quasiparticle-trap combination cannot be observed by local measurements from far away. We denote the positions of these traps by \((R_1, \ldots, R_k)\), and assume that these positions are well spaced from each other compared to the microscopic length scales. A state with quasiparticles at these positions can be viewed as an excited state of the Hamiltonian without the trap potential or, alternatively, as the ground state in the presence of the trap potential. When the ground state is degenerate, the effect of a closed trajectory of the \(R_i\)'s is not necessarily a phase factor. The system starts and ends in ground states, but the initial and final ground states may be different members of this degenerate space. The constraint imposed by adiabaticity in this case is that the adiabatic evolution of the system is confined to the subspace of ground states. Thus it may be expressed as a unitary transformation within this subspace. The inner product in Eq. (8) must be generalized to a matrix of such inner products:

\[
\Psi_{ab} = \left\langle \psi_a | \nabla_R | \psi_b \right\rangle,
\]

where \( \left\langle \psi_a | \nabla_R | \psi_b \right\rangle \) is the ground state with the quasiparticles at positions \( R \) and the integral is taken along the trajectory \( R(t) \). It is manifestly dependent only on the trajectory taken by the particles and not on how long it takes to move along this trajectory.

The phase \( \alpha \) has a piece that depends on the geometry of the path traversed (typically proportional to the area enclosed by all of the loops), and a piece \( \theta \) that depends only on the topology of the loops created. If \( \theta \neq 0 \), then the quasiparticle excitations of the system are anyons. In particular, if we consider the case where only two quasiparticles are interchanged clockwise (without wrapping around any other quasiparticles), \( \theta \) is the statistical angle of the quasiparticles.

There were two key conditions to our discussion above of the Berry phase. The single valuedness of the wave function is a technical issue. The nondegeneracy of the ground state, however, is an important physical condition. In fact, most of this paper deals with the situation in which this condition does not hold. We consider systems in which, once the positions \((R_1, \ldots, R_k)\) of the quasiparticles are fixed, there remain multiple degenerate ground states [i.e., ground states in the presence of a potential that captures quasiparticles at positions \((R_1, \ldots, R_k)\)], which are distinguished by a set of internal quantum numbers. For reasons that will become clear later, we refer to these quantum numbers as “topological.”

When the ground state is degenerate, the effect of a closed trajectory of the \(R_i\)'s is not necessarily a phase factor. The system starts and ends in ground states, but the initial and final ground states may be different members of this degenerate space. The constraint imposed by adiabaticity in this case is that the adiabatic evolution of the system is confined to the subspace of ground states. Thus it may be expressed as a unitary transformation within this subspace. The inner product in Eq. (8) must be generalized to a matrix of such inner products:

\[
m_{ab} = \left\langle \psi_a | \nabla_R | \psi_b \right\rangle,
\]
order to compute the transformation rule for the state
\( \psi_a \rightarrow M_{ab} \psi_b \), where

\[
M_{ab} = \mathcal{P} \exp \left( i \oint \frac{d\mathbf{R} \cdot \mathbf{m}}{2\pi} \right)
\]

\[
= \sum_{s=0}^{\infty} \int_{0}^{\frac{\pi}{2}} \int_{0}^{s_{1}} \cdots \int_{0}^{s_{n-1}} \frac{d\mathbf{s}}{2\pi} \mathbf{R}(s_{1}) \cdots \mathbf{R}(s_{n}) \cdot \mathbf{m}_{ab}(\mathbf{R}(s_{n})) \],
\]

with \( \mathbf{R}(s) \), \( s \in [0, 2\pi] \), the closed trajectory of the particles, and the path-ordering symbol \( \mathcal{P} \) is defined by the second equality. Again, the matrix \( M_{ab} \) may be the product of topological and nontopological parts. In a system in which quasiparticles obey non-Abelian braiding statistics, the nontopological part will be Abelian, that is, proportional to the unit matrix. Only the topological part will be non-Abelian.

The requirements for quasiparticles to follow non-Abelian statistics are then, first, that the \( N \)-quasiparticle ground state is degenerate. In general, the degeneracy will not be exact, but it should vanish exponentially as the quasiparticle separations are increased. Second, the adiabatic interchange of quasiparticles applies a unitary transformation on the ground state, whose non-Abelian part is determined only by the topology of the braid, while its nontopological part is Abelian. If the particles are not infinitely far apart, and the degeneracy is only approximate, then the adiabatic interchange must occur faster than the inverse of the energy splitting (Thouless and Gefen, 1991) between states in the nearly degenerate subspace (but still more slowly than the energy gap between this subspace and the excited states). Third, the only way to make unitary operations on the degenerate ground state space, so long as the particles are kept far apart, is by braiding. The simplest (albeit uninteresting) example of degenerate ground states may arise if each of the quasiparticles carried a spin 1/2 with a vanishing g factor. If that were the case, the system would satisfy the first requirement. Spin-orbit coupling may conceivably lead to the second requirement being satisfied. Satisfying the third one, however, is much harder, and requires the subtle structure described below.

The degeneracy of \( N \)-quasiparticle ground states is conditioned on the quasiparticles being well separated from one another. When quasiparticles are allowed to approach one another too closely, the degeneracy is lifted. In other words, when non-Abelian anyonic quasiparticles are close together, their different fusion channels are split in energy. This dependence is analogous to the way the energy of a system of spins depends on their internal quantum numbers when the spins are close together and their coupling becomes significant. The splitting between different fusion channels is a means for a measurement of the internal quantum state, a measurement that is of importance in the context of quantum computation.

B. Topological quantum computation

1. Basics of quantum computation

As the components of computers become smaller and smaller, we are approaching the limit in which quantum effects become important. One might ask whether this is a problem or an opportunity. The founders of quantum computation (Manin, 1980; Feynman, 1982, 1986; Deutsch, 1985; and most dramatically, Shor, 1994) answered in favor of the latter. They showed that a computer which operates coherently on quantum states has potentially much greater power than a classical computer (Nielsen and Chuang, 2000).

The problem that Feynman had in mind for a quantum computer was the simulation of a quantum system (Feynman, 1982). He showed that certain many-body quantum Hamiltonians could be simulated exponentially faster on a quantum computer than on a classical computer. This is an important potential application of a quantum computer, since it would enable us to understand the properties of complex materials, e.g., to explain solve high-temperature superconductivity. Digital simulations of large-scale quantum many-body Hamiltonians are hopeless on classical computers because of the exponentially large Hilbert space. A quantum computer, using the physical resource of an exponentially large Hilbert space, may also enable progress in the solution of lattice gauge theory and quantum chromodynamics, thus shedding light on strongly interacting nuclear forces.

In 1994 Peter Shor found an application of a quantum computer which generated widespread interest not just inside but also outside the physics community (Shor, 1994). He invented an algorithm by which a quantum computer could find the prime factors of an \( m \)-digit number in a length of time \( \sim m^{1.5} \) time. Since many encryption schemes depend on the difficulty of finding the solution to problems similar to finding the prime factors of a large number, there is an obvious application of a quantum computer that is of great basic and applied interest.

The computation model set forth by these pioneers of quantum computing [and refined by DiVincenzo (2000)] is based on three steps: initialization, unitary evolution, and measurement. We assume that we have a system with Hilbert space \( \mathcal{H} \). We further assume that we can initialize the system in some known state \( |\psi_0\rangle \). We unitarily evolve the system until it is in some final state \( U(t)|\psi_0\rangle \). This evolution will occur according to some Hamiltonian \( H(t) \) such that \( dU/dt = iH(t)U(t)/\hbar \). We require that we have enough control over this Hamiltonian so that \( U(t) \) can be made to be any unitary transformation that we desire. Finally, we measure the state of the system at the end of this evolution. Such a process is called quantum computation (Nielsen and Chuang, 2000). The Hamiltonian \( H(t) \) is the software program to
be run. The initial state is the input to the calculation, and the final measurement is the output.

The need for versatility, i.e., for one computer to efficiently solve many different problems, requires the construction of the computer out of smaller pieces that can be manipulated and reconfigured individually. Typically, the fundamental piece is taken to be a quantum two-state system known as a “qubit,” which is the quantum analog of a bit. (Of course, one could equally well take general “dits,” for which the fundamental unit is some $d$-state system with $d$ not too large.) While a classical bit, i.e., a classical two-state system, can be either 0 or 1 at any given time, a qubit can be in one of the infinitely many superpositions $a|0\rangle+b|1\rangle$. For $n$ qubits, the state becomes a vector in a $2^n$-dimensional Hilbert space, in which the different qubits are generally entangled with one another.

The quantum phenomenon of superposition allows a system to traverse many trajectories in parallel, and determine its state by their coherent sum. In some sense this coherent sum amounts to a massive quantum parallelism. It should not, however, be confused with classical parallel computing, where many computers are run in parallel, and no coherent sum takes place.

The biggest obstacle to building a practical quantum computer is posed by errors, which invariably happen during any computation, quantum or classical. For any computation to be successful, one must devise practical schemes for error correction which can be effectively implemented (and which must be sufficiently fault tolerant). Errors are typically corrected in classical computers through redundancies, i.e., by keeping multiple copies of information and checking against these copies.

With a quantum computer, however, the situation is more complex. If we measure a quantum state during an intermediate stage of a calculation to see if an error has occurred, we collapse the wave function and thus destroy quantum superpositions and ruin the calculation. Furthermore, errors need not be merely a discrete flip of $|0\rangle$ to $|1\rangle$, but can be continuous: the state $a|0\rangle+b|1\rangle$ may drift, due to an error, to the state $-a|0\rangle+be^{i\theta}|1\rangle$ with arbitrary $\theta$.

In spite of these difficulties, error correction is possible for quantum computers (Shor, 1995; Calderbank and Shor, 1996; Steane, 1996a; Gottesman, 1998; Preskill, 2004). One can represent information redundantly so that errors can be identified without measuring the information. For instance, if we use three spins to represent each qubit, $|0\rangle\rightarrow|000\rangle$, $|1\rangle\rightarrow|111\rangle$, and the spin-flip rate is low, then we can identify errors by checking whether all three spins are the same (here we represent an up spin by 0 and a down spin by 1). Suppose that our spins are in the state $a|000\rangle+b|111\rangle$. If the first spin has flipped erroneously, then our spins are in the state $a|100\rangle+b|011\rangle$. We can detect this error by checking whether the first spin is the same as the other two; this does not require us to measure the state of the qubit [“We measure the errors, rather than the information.” (Preskill, 2004)]. If the first spin is different from the other two, then we just need to flip it. We repeat this process with the second and third spins. So long as we can be sure that two spins have not erroneously flipped (i.e., so long as the basic spin-flip rate is low), this procedure will correct spin-flip errors. A more elaborate encoding is necessary in order to correct phase errors, but the key observation is that a phase error in the $\sigma_z$ basis is a bit-flip error in the $\sigma_x$ basis.

However, the error correction process may itself be a little noisy. More errors could then occur during error correction, and the whole procedure will fail unless the basic error rate is small. Estimates of the threshold error rate above which error correction is impossible depend on the particular error correction scheme, but fall in the range $10^{-4} - 10^{-6}$ (see, e.g., Aharonov and Ben-Or, 1997; Knill et al., 1998). This means that we must be able to perform $10^4 - 10^6$ operations perfectly before an error occurs. This is a stringent constraint, and it is presently unclear if local qubit-based quantum computation can ever be made fault tolerant through quantum error correction protocols.

Random errors are caused by the interaction between the quantum computer and the environment. As a result of this interaction, the quantum computer, which is initially in a pure superposition state, becomes entangled with its environment. This can cause errors as follows. Suppose that the quantum computer is in the state $|0\rangle$ and the environment is in the state $|E_0\rangle$ so that their combined state is $|0\rangle|E_0\rangle$. The interaction between the computer and the environment could cause this state to evolve to $a|0\rangle|E_0\rangle+b|1\rangle|E_1\rangle$, where $|E_1\rangle$ is another state of the environment (not necessarily orthogonal to $|E_0\rangle$). The computer undergoes a transition to the state $|1\rangle$ with probability $|b|^2$. Furthermore, the computer and the environment are now entangled, so the reduced density matrix for the computer alone describes a mixed state, e.g., $\rho=\text{diag}(|a|^2,|b|^2)$ if $\langle E_0|E_1\rangle=0$. Since we cannot measure the state of the environment accurately, information is lost, as reflected in the evolution of the density matrix of the computer from a pure state to a mixed one. In other words, the environment has caused decoherence. Decoherence can destroy quantum information even if the state of the computer does not undergo a transition. Although whether or not a transition occurs is basis dependent (a bit flip in the $\sigma_z$ basis is a phase flip in the $\sigma_x$ basis), it is a useful distinction because many systems have a preferred basis, for instance, the ground state $|0\rangle$ and excited state $|1\rangle$ of an ion in a trap. Suppose the state $|0\rangle$ evolves as above, but with $\alpha=1$, $\beta=0$ so that no transition occurs, while the state $|1\rangle|E_0\rangle$ evolves to $|1\rangle|E_1\rangle$ with $\langle E_1'|E_1\rangle=0$. Then an initial pure state $(a|0\rangle+b|1\rangle)|E_0\rangle$ evolves to a mixed state with density matrix $\rho=\text{diag}(|a|^2,|b|^2)$. The correlations in which our quantum information resides is now transferred to correlation between the quantum computer and the environment. The quantum state of a system invariably loses coherence in this way over a characteristic time scale $T_{coh}$. It was universally assumed until the advent of quantum error correction (Shor, 1995; Steane, 1996a) that quantum computation is intrinsically impossible since decoherence-
induced quantum errors cannot be corrected in any real physical system. However, when error-correcting codes are used, the entanglement is transferred from the quantum computer to ancillary qubits so that the quantum information remains pure while the entropy is in the ancillary qubits.

Of course, even if the coupling to the environment were completely eliminated, so that there were no random errors, there could still be systematic errors. These are unitary errors which occur while we process quantum information. For instance, we may wish to rotate a qubit by 90° but might inadvertently rotate it by 90.01°.

From a practical standpoint, it is often useful to divide errors into two categories: (i) errors that occur when a qubit is processed (i.e., when computations are performed on that qubit), and (ii) errors that occur when a qubit is simply storing quantum information and is not being processed (i.e., when it is acting as a quantum memory). From a fundamental standpoint, this is a bit of a false dichotomy, since one can think of quantum information storage (or quantum memory) as a computer that applies the identity operation over and over to the qubit (i.e., leaves it unchanged). Nonetheless, the problems faced in the two categories might be quite different. For quantum information processing, unitary errors, such as rotating a qubit by 90.01° instead of 90°, are an issue of how precisely one can manipulate the system. On the other hand, when a qubit is storing information, one is more concerned about errors caused by interactions with the environment. This is instead an issue of how well isolated one can make the system. As shown below, a topological quantum computer is protected from problems in both of these categories.

2. Fault tolerance from non-Abelian anyons

Topological quantum computation is a scheme for using a system whose excitations satisfy non-Abelian braiding statistics to perform quantum computation in a way that is naturally immune to errors. The Hilbert space $\mathcal{H}$ used for quantum computation is the subspace of the total Hilbert space of the system comprised of the degenerate ground states with a fixed number of quasiparticles at fixed positions. Operations within this subspace are carried out by braiding quasiparticles. As discussed above, the subspace of degenerate ground states is separated from the rest of the spectrum by an energy gap. Hence, if the temperature is much lower than the gap and the system is weakly perturbed using frequencies much smaller than the gap, the system evolves only within the ground state subspace. Furthermore, that evolution is severely constrained, since it is essentially the case (with exceptions that we discuss) that the only way the system can undergo a nontrivial unitary evolution—that is, an evolution that takes it from one ground state to another—is by having its quasiparticles braided. The reason for this stability is that any local perturbation [such as the electron-phonon interaction and the hyperfine electron-nuclear interaction, two major causes for decoherence in nontopological solid state spin-based quantum computers (Witzel and Das Sarma, 2006) has no nontrivial matrix elements within the ground state subspace. Thus the system is rather immune from decoherence (Kitaev, 2003). Unitary errors are also unlikely since unitary transformations associated with braiding quasiparticles are sensitive only to the topology of the quasiparticle trajectories, and not to their geometry or dynamics.

A model in which non-Abelian quasiparticles are utilized for quantum computation starts with the construction of qubits. In sharp contrast to most realizations of a quantum computer, a qubit here is a nonlocal entity, comprised of several well-separated quasiparticles, with the two states of the qubit being two different values for the internal quantum numbers of this set of quasiparticles. In the simplest non-Abelian quantum Hall state, which has Landau-level filling factor $\nu = 5/2$, two quasiparticles can be put together to form a qubit (see Secs. II.C.4 and IV.A). Unfortunately, as discussed in Secs. IV.A and IV.C, this system turns out to be incapable of universal topological quantum computation using only braiding operations; some unprotected operations are necessary in order to perform universal quantum computation. The simplest system that is capable of universal topological quantum computation is discussed in Sec. IV.B; it utilizes three quasiparticles to form one qubit.

As mentioned above, to perform a quantum computation one must be able to initialize the state of qubits at the beginning, perform arbitrary controlled unitary operations on the state, and then measure the state of qubits at the end. We now address each of these in turn.

Initialization may be performed by preparing the quasiparticles in a specific way. For example, if a quasiparticle-antiqusiparticle pair is created by “pulling” it apart from the vacuum (e.g., pair creation from the vacuum by an electric field), it will begin in an initial state with the pair necessarily having conjugate quantum numbers (i.e., the “total” quantum number of the pair remains the same as that of the vacuum). This gives us a known initial state to start with. It is also possible to use measurement and unitary evolution (both discussed below) as an initialization scheme—if one can measure the quantum numbers of some quasiparticles, one can then perform a controlled unitary operation to put them into any desired initial state.

Once the system is initialized, controlled unitary operations are performed by physically dragging quasiparticles around one another in some specified way. When quasiparticles belonging to different qubits braid, the state of the qubits changes. Since the resulting unitary evolution depends only on the topology of the braid that is formed and not on the details of how it is done, it is insensitive to wiggles in the path, resulting, e.g., from scattering of the quasiparticles by phonons or photons. Determining which braid corresponds to which computation is a complicated but eminently solvable task, discussed in Sec. IV.B.3.

Once the unitary evolution is completed, there are two ways to measure the state of the qubits. The first relies on the fact that the degeneracy of multiquasipar-
FIG. 2. (Color online) A quantum Hall analog of a Fabry-Perot interferometer. Quasiparticles can tunnel from one edge to the other at either of two point contacts. To lowest order in the tunneling amplitudes, the backscattering probability, and hence the conductance, is determined by the interference between these two processes. The area in the cell can be varied by means of a side gate S in order to observe an interference pattern.

ticle states is split when quasiparticles are brought close together (within some microscopic length scale). When two quasiparticles are brought close together, for instance, a measurement of this energy (or a measurement of the force between two quasiparticles) measures the topological charge of the pair. A second way to measure the topological charge of a group of quasiparticles is by carrying out an Aharanov-Bohm-type interference experiment. We take a “beam” of test quasiparticles, send it through a beam splitter, send one partial wave to the right of the group to be measured and another partial wave to the left of the group, and then interfere the two waves (see Fig. 2). Since the two different beams make different braids around the test group, they will experience different unitary evolution depending on the topological quantum numbers of the test group. Thus the interference of these two beams will reflect the topological quantum number of the group of quasiparticles enclosed.

This concludes a rough description of the way a topological quantum computation is to be performed. While the unitary transformation associated with a braid depends only on the topology of the braid, one may be concerned that errors could occur if one does not return the quasiparticles to precisely the correct position at the end of the braiding. This apparent problem, however, is evaded by the computations, which correspond to closed world lines that have no loose ends: when the computation involves creation and annihilation of a quasiparticle-quasihole pair, the world line is a closed curve in space-time. If the measurement occurs by bringing two particles together to measure their quantum charge, it does not matter precisely where they are brought together. Alternatively, when the measurement involves an interference experiment, the interfering particle must close a loop. In other words, a computation corresponds to a set of links rather than open braids, and the initialization and measurement techniques necessarily involve bringing quasiparticles together in some way, closing up the trajectories and making the full process from initialization to measurement completely topological.

Due to its special characteristics topological quantum computation intrinsically guarantees fault tolerance, at the level of “hardware,” without “software”-based error correction schemes that are essential for nontopological quantum computers. This immunity to errors results from the stability with respect to local perturbations. In nontopological quantum computers, qubits are local, and operations on them are local, leading to a sensitivity to errors induced by local perturbations. In a topological quantum computer qubits are nonlocal and operations—quasiparticle braiding—are nonlocal, leading to an immunity to local perturbations.

Such immunity to local perturbations gives topological quantum memories protection from errors due to the interaction with the environment. However, note that topological quantum computers are also immune to unitary errors due to imprecise gate operation. Unlike other types of quantum computers, operations that can be performed on a topological quantum computer (braids) naturally take a discrete set of values. As discussed above, when one makes a 90° rotation of a spin-based qubit, for example, it is possible that one will mistakenly rotate by 90.01°, thus introducing a small error. In contrast, braids are discrete: a particle either is taken around another or it is not. There is no way to make a small error by having slight imprecision in the way quasiparticles are moved. (Taking a particle only part of the way around another particle rather than all of the way does not introduce errors so long as the topological class of the link formed by the particle trajectories, as described above, is unchanged.)

Given the stability of ground states, and their insensitivity to local perturbations that do not involve excitations to excited states, one may ask then which physical processes do cause errors in such a topological quantum computer. Due to the topological stability of the unitary transformations associated with braids, the only error processes that we are concerned with are processes that might cause us to form the wrong link, and hence the wrong computation. Certainly, one must keep track of the positions of all quasiparticles in the system during the computation and assure that one makes the correct braid to do the correct computation. This includes not just the “intended” quasiparticles that we need to manipulate for our quantum computation, but also any “unintended” quasiparticle that might be lurking in our system without our knowledge. Two possible sources of these unintended quasiparticles are thermally excited quasiparticle-quasihole pairs and randomly localized quasiparticles trapped by disorder (e.g., impurities, surface roughness, etc.). In a typical thermal fluctuation, for example, a quasiparticle-quasihole pair is thermally created from the vacuum, braids with existing intended quasiparticles, and then gets annihilated. Typically, such a pair has opposite electrical charges, so its constituents will be attracted back to each other and annihilate. However, entropy or temperature may lead the quasiparticle and quasihole to split fully apart and wander.
freely through part of the system before coming back together and annihilating. This type of process may change the state of qubits encoded in intended quasiparticles, and hence disrupt the computation. Fortunately, as shown in Sec. IV.B, there is a whole class of such processes that do not in fact cause error. This class includes all of the most likely such thermal processes to occur: including when a pair is created, encircles a single already existing quasiparticle, and then reannihilates, or when a pair is created and one of the pair annihilates an already existing quasiparticle. For errors to be caused, the excited pair must braid at least two intended quasiparticles. Nonetheless, the possibility of thermally excited quasiparticles wandering through the system creating unintended braids and thereby causing error is a serious one. For this reason, topological quantum computation must be performed at temperatures well below the energy gap for quasiparticle-quasihole creation so that these errors will be exponentially suppressed.

Similarly, localized quasiparticles that are induced by disorder (e.g., randomly distributed impurities, surface roughness, etc.) are another serious obstacle to overcome, since they enlarge the dimension of the subspace of degenerate ground states in a way that is hard to control. In particular, these unaccounted-for quasiparticles may couple by tunneling to their intended counterparts, thereby introducing dynamics to what is supposed to be a topology-controlled system, and possibly ruining the quantum computation. We further note that, in quantum Hall systems (as discussed in the next section), slight deviations in density or magnetic field will also create unintended quasiparticles that must be avoided.

Finally, note that while non-Abelian quasiparticles are natural candidates for the realization of topological qubits, not every system where quasiparticles satisfy non-Abelian statistics is suitable for quantum computation. For this suitability it is essential that the set of unitary transformations induced by braiding quasiparticles is rich enough to allow for all operations needed for computation. The necessary and sufficient conditions for universal topological quantum computation are discussed in Sec. IV.C.

C. Non-Abelian quantum Hall states

A necessary condition for topological quantum computation using non-Abelian anyons is the existence of a physical system where non-Abelian anyons can be found, manipulated (e.g., braided), and conveniently read out. Several theoretical models and proposals for systems having these properties have been introduced (Fendley and Fradkin, 2005; Freedman et al., 2005a; Levin and Wen, 2005b; Kitaev, 2006), and in Sec. II.D we mention some of these possibilities. Despite the theoretical work in these directions, the only real physical systems where there is even indirect experimental evidence that non-Abelian anyons exist are quantum Hall systems in two-dimensional electron gases (2DEGs) in high magnetic fields. Consequently, we devote a considerable part of our discussion to putative non-Abelian quantum Hall systems which are also of great interest in their own right.

1. Rapid review of quantum Hall physics

A comprehensive review of the quantum Hall effect is well beyond the scope of this article and can be found in the literature (Prange and Girvin, 1990; Das Sarma and Pinczuk, 1997). This effect, realized for two-dimensional electronic systems in a strong magnetic field, is characterized by a gap between the ground and excited states (incompressibility); a vanishing longitudinal resistivity \( \rho_x = 0 \), which implies a dissipationless flow of current; and the quantization of the Hall resistivity to \( \rho_{xy} = (1/\nu)h/e^2 \), with \( \nu \) an integer (the integer quantum Hall effect) or a fraction (the fractional quantum Hall effect). These values of the two resistivities imply a vanishing longitudinal conductivity \( \sigma_{xx} = 0 \) and a quantized Hall conductivity \( \sigma_{xy} = ve^2/h \).

To understand the quantized Hall effect, we begin by ignoring electron-electron Coulomb interactions; then the energy eigenstates of the single-electron Hamiltonian in a magnetic field \( H_0 = (1/2m)(p^2 - eA(x))^2 \) break up into an equally spaced set of degenerate levels called Landau levels. In symmetric gauge, \( A(x) = B \times x \), a basis of single particle wave functions in the lowest Landau level (LLL) is \( \phi_n(z) = z^n \exp(-|z|^2/4\ell_0^2) \), where \( z = x + iy \). If electrons are confined to a disk of area \( A \) pierced by magnetic flux \( BA \), then there are \( N_\Phi = BA/\Phi_0 = BAe/\hbar c \) states in the lowest Landau level (and in each higher Landau level), where \( B \) is the magnetic field; \( h, c, \) and \( e \) are, respectively, Planck’s constant, the speed of light, and the electron charge; and \( \Phi_0 = \hbar c/\epsilon \) is the flux quantum. In the absence of disorder, these single-particle states are degenerate. When the chemical potential lies between the \( \nu \)th and \((\nu+1)\)th Landau levels, the Hall conductance takes the quantized value \( \sigma_{xy} = ve^2/h \) while \( \sigma_{xx} = 0 \). The two-dimensional electron density \( n \) is related to \( \nu \) via \( n = veB/\hbar c \). In the presence of a periodic potential and/or disorder (e.g., impurities), the Landau levels broaden into bands. However, except at the center of a band, all states are localized when disorder is present (see Das Sarma and Pinczuk, 1997; Prange and Girvin, 1990, and references therein). When the chemical potential lies in the region of localized states between the centers of the \( \nu \)th and \((\nu+1)\)th Landau bands, the Hall conductance again takes the quantized value \( \sigma_{xy} = ve^2/h \) while \( \sigma_{xx} = 0 \). The density will be near but not necessarily equal to \( veB/\hbar c \). This is known as the integer quantum Hall effect (since \( \nu \) is an integer).

The neglect of Coulomb interactions is justified when an integer number of Landau levels is filled, so long as the energy splitting between Landau levels, \( \hbar \omega_c = eB/\ell_\Phi \), is much larger than the scale of the Coulomb energy, \( e^2/\ell_\Phi \), where \( \ell_\Phi = \hbar c/eB \) is the magnetic length. When the electron density is such that a Landau level is only partially filled, Coulomb interactions may be important.
In the absence of disorder, a partially filled Landau level has a highly degenerate set of multiparticle states. This degeneracy is broken by electron-electron interactions. For instance, when the number of electrons is \( N = N_p/3 \), i.e., \( \nu = 1/3 \), the ground state is nondegenerate and there is a gap to all excitations. When electrons interact through Coulomb repulsion, the Laughlin state

\[
\Psi = \prod_{i>j} (z_i - z_j)^3 \exp\left(-\sum_j |z_j|^2 / 4\ell_0^2\right)
\]  

(11)

is an approximation to the ground state (and is the exact ground state for a repulsive ultra-short-ranged model interaction; see, e.g., Haldane in Prange and Girvin, 1990). Such ground states survive even in the presence of disorder if it is sufficiently weak compared to the gap to excited states. More delicate states with smaller excitations are created if the density or magnetic field is slightly varied. When these excitations are localized, which are created if the density or magnetic field is large enough, a system of auxiliary fermions, called “composite fermions,” in a lower magnetic field. If the electrons are at \( \nu = p/(2p+1) \), then the lower magnetic field seen by composite fermions is such that they fill an integer number of Landau levels \( \nu' = p \). [See López and Fradkin (1991) and Halperin et al. (1993) for field-theoretic implementations.] Since the latter state has a gap, one can hope that the approximation is valid. The composite fermion picture of fractional quantum Hall states has proven to be qualitatively and semiquantitatively correct in the LLL (Murthy and Shankar, 2003).

Systems with filling fraction \( \nu > 1 \) can be mapped to \( \nu' \leq 1 \) by keeping the fractional part of \( \nu \) and using an appropriately modified Coulomb interaction to account for the difference between cyclotron orbits in the LLL and those in higher Landau levels (Prange and Girvin, 1990). This involves the assumption that the inter-Landau-level coupling is negligibly small. We note that this may not be a particularly good assumption for higher Landau levels, where the composite fermion picture is less successful.

Our confidence in the picture described above for the \( \nu = 1/k \) Laughlin states and the hierarchy of odd-denominator states that descend from them derives largely from numerical studies. Experimentally most of what is known about quantum Hall states comes from transport experiments—measurements of the conductance (or resistance) tensor. While such measurements make it reasonably clear when a quantum Hall plateau exists at a given filling fraction, the nature of the plateau (i.e., the details of the low-energy theory) is extremely hard to discern. Because of this difficulty, numerical studies of small systems (exact diagonalizations and Monte Carlo) have played a prominent role in providing further insight. Indeed, even Laughlin’s original work (Laughlin, 1983) on the \( \nu = 1/3 \) state relied heavily on accompanying numerical work. The approach taken was the following. One assumed that the splitting between Landau levels is the largest energy in the problem. The Hamiltonian is projected into the lowest Landau level, where, for a finite number of electrons and a fixed magnetic flux, the Hilbert space is finite dimensional. Typically, the system is given periodic boundary conditions (i.e., is on a torus) or else is placed on a sphere; occasionally, one works on a disk, e.g., to study edge excitations. The Hamiltonian is then a finite-sized matrix which can be diagonalized by a computer so long as the number of electrons is not too large. Originally, Laughlin examined only three electrons, but modern computers can handle sometimes as many as 18 electrons. The resulting ground state wave function can be compared to a proposed trial wave function. Throughout the history of the field, this approach has proven to be powerful in identifying the nature of experimentally observed quan-
tum Hall states when the system in question is deep within a quantum Hall phase, so that the associated correlation length is short and the basic physics is already apparent in small systems.

There are several challenges in using such numerical work to interpret experiments. First, there is always the challenge of extrapolating finite-size results to the thermodynamic limit. Second, simple overlaps between a proposed trial state and an exact ground state may not be sufficiently informative. For example, it is possible that an exact ground state will be adiabatically connected to a particular trial state, i.e., the two wave functions represent the same phase of matter, but the overlaps may not be very high. For this reason it is necessary to also examine quantum numbers and symmetries of the ground state, as well as the response of the ground state to various perturbations, particularly the response to changes in boundary conditions and in the flux.

Another difficulty is the choice of Hamiltonian to diagonalize. One may think that the Hamiltonian for a quantum Hall system is just that of 2D electrons in a magnetic field interacting via Coulomb forces. However, the small but finite width (perpendicular to the plane of the system) of the quantum well slightly alters the effective interaction between electrons. Similarly, screening (from any nearby conductors, or from inter-Landau-level virtual excitations), in-plane magnetic fields, and even various types of disorder may alter the Hamiltonian in subtle ways. To make matters worse, one may not even know all the physical parameters (dimensions, doping levels, detailed chemical composition, etc.) of any particular experimental system accurately. Finally, Landau-level mixing is not small because the energy splitting between Landau levels is not much larger than the other energies in the problem. Thus it is not even clear that it is correct to truncate the Hilbert space to the finite-dimensional Hilbert space of a single Landau level.

In the case of robust states, such as the $\nu=1/3$ state, these subtle effects are unimportant; the ground state is essentially the same irrespective of these small deviations from the idealized Hamiltonian. However, in the case of weaker states, such as those observed between $\nu=2$ and 4 (some discussed below), it appears that small changes in the Hamiltonian can indeed affect the resulting ground state. Therefore a valuable approach is to guess a likely Hamiltonian, and search a space of “nearby” Hamiltonians, slightly varying the parameters of the Hamiltonian, to map out the phase diagram of the system. These phase diagrams suggest the technological possibility that detailed numerics will allow us to engineer samples with just the right small perturbations so as display certain quantum Hall states more clearly (Manfra et al., 2008; Peterson and Das Sarma, 2008).

2. Possible non-Abelian states

The observation of a quantum Hall state with an even-denominator filling fraction (Willett et al., 1987), the $\nu=5/2$ state, was the first indication that not all fractional quantum Hall states fit the above hierarchy (or equivalently composite fermion) picture. Independently, it was recognized (Fubini, 1991; Fubini and Lutken, 1991; Moore and Read, 1991) that conformal field theory gives a way to write a variety of trial wave functions for quantum Hall states, as described in Sec. III.D. Using this approach, the so-called Moore-Read Pfaffian wave function was constructed (Moore and Read, 1991):

$$\Psi_{PR} = \text{Pf} \left( \frac{1}{z_i - z_j} \prod_{l<j} (z_i - z_j)^m \exp \left( - \sum_l |z|^2 / 4 \epsilon_0^2 \right) \right).$$

(12)

The Pfaffian is the square root of the determinant of an antisymmetric matrix or, equivalently, the antisymmetrized sum over pairs:

$$\text{Pf} \left( \frac{1}{z_i - z_j} \right) = \mathcal{A} \left( \frac{1}{z_1 - z_2}, \frac{1}{z_2 - z_3}, \frac{1}{z_3 - z_4}, \ldots \right).$$

(13)

For $m$ even, this is an even-denominator quantum Hall state in the lowest Landau level. Moore and Read (1991) suggested that its quasiparticle excitations would exhibit non-Abelian statistics (Moore and Read, 1991). This wave function is the exact ground state of a three-body repulsive interaction; as discussed below, it is also an approximate ground state for more realistic interactions. This wave function is a representative of a universality class which has properties that are discussed in detail in this paper. In particular, the quasiparticle excitations above this state realize the second scenario discussed in Secs. II.A.2 and III.D. There are $2^{n-1}$ states with $2n$ quasiholes at fixed positions, thereby establishing the degeneracy of multi-quasiparticle states which is required for non-Abelian statistics (Nayak and Wilczek, 1996). Furthermore, these quasihole wave functions can also be related to conformal field theory (as discussed in Sec. III.D), from which it can be deduced that the $2^{n-1}$-dimensional vector space of states can be understood as the spinor representation of SO(2n); braiding particles $i$ and $j$ has the action of a $\pi/2$ rotation in the $i-j$ plane in $\mathbb{R}^{2n}$ (Nayak and Wilczek, 1996). In short, these quasiparticles are essentially Ising anyons (with the difference an additional Abelian component to their statistics). Although these properties were uncovered using specific wave functions which are eigenstates of the three-body interaction for which the Pfaffian wave function is the exact ground state, they are representative of an entire universality class. The effective field theory for this universality class is SU(2) Chern-Simons theory at level $k=2$ together with an additional Abelian Chern-Simons term (Fradkin et al., 1998, 2001). Chern-Simons theory is the archetypal topological quantum field theory (TQFT), and is discussed in Sec. III. As described, Chern-Simons theory is related to the Jones polynomial of knot theory (Witten, 1989); consequently, the current through an interferometer in such a non-Abelian quantum Hall state gives a direct measure of the Jones polynomial for the link produced by the quasiparticle trajectories (Fradkin et al., 1998).
One interesting feature of the Pfaffian wave function is that it is the quantum Hall analog of a $p + ip$ superconductor: the antisymmetrized product over pairs is the real-space form of the BCS wave function \cite{Greiter:1992}. Read and Green \cite{Read:2000} showed that the same topological properties mentioned above are realized by a $(p + ip)$-wave superconductor, thereby cementing the identification between such a paired state and the Moore-Read state. Ivanov \cite{Ivanov:2001} computed the braiding matrices by this approach \cite{Stern:2004,Stone:2006}. Consequently, we are able to discuss $(p + ip)$-wave superconductors and superfluids in parallel with the $\nu = 5/2$ quantum Hall state, although the experimental probes are significantly different.

As discussed below, these theoretical developments garnered greater interest when numerical work \cite{Morf:1998,Rezayi:1998} showed that the ground state of systems of up to 18 electrons in the $N = 1$ Landau level at filling fraction $1/2$ is in the universality class of the Moore-Read state. These results revived the conjecture that the lowest Landau level at filling fraction $1/2$ is in the universal class of systems of up to 18 electrons in the $N = 0$ Landau level at filling fraction $1/2$ is in the universality class of the Pfaffian state (Greiter et al., 1992). Consequently, it is the leading candidate for the experimentally observed $\nu = 5/2$ state.

Read and Rezayi \cite{Read:1999} constructed a series of non-Abelian quantum Hall states at filling fraction $\nu = N + k/(Mk + 2)$ with $M$ odd, which generalize the Moore-Read state in a way discussed in Sec. III. These states are referred to as the Read-Rezayi $Z_3$ parafermion states as discussed in Sec. III.D. Recently, a quantum Hall state was observed experimentally with $\nu = 12/5$ \cite{Xia:2004}. It is suspected (see below) that the $\nu = 12/5$ state may be the particle-hole conjugate of the $Z_3$ Read-Rezayi state, although it is also possible that $12/5$ belongs to the conventional Abelian hierarchy as the $2/5$ state does. Such an option is not possible at $\nu = 5/2$ as a result of the even denominator.

In summary, it is well established that, if the observed $\nu = 5/2$ state is in the same universality class as the Moore-Read Pfaffian state, then its quasiparticle excitations are non-Abelian anyons. Similarly, if the $\nu = 12/5$ state is in the universality class of the $Z_3$ Read-Rezayi state, its quasiparticles are non-Abelian anyons. There is no direct experimental evidence that the $\nu = 5/2$ state is in this particular universality class, but there is evidence from numerics, as discussed below. There is even less evidence in the case of the $\nu = 12/5$ state. In Secs. II.C.3 and II.C.4, we discuss proposed experiments that could directly verify the non-Abelian character of the $\nu = 5/2$ state and mention their extension to the $\nu = 12/5$ case. Both of these states, as well as others \cite{Ardonne:1999,Simon:2007}, were constructed on the basis of deep connections between conformal field theory, knot theory, and low-dimensional topology \cite{Witten:1989}. Using methods from these different branches of theoretical physics and mathematics, we explain the structure of the non-Abelian statistics of the $\nu = 5/2$ and $12/5$ states within the context of a large class of non-Abelian topological states. We show in Sec. III.C that this circle of ideas enables us to use the theory of knots to understand experiments on non-Abelian anyons.

Below we discuss numerical results for $\nu = 5/2, 12/5$, and other candidates.

\subsection*{5/2 state}

The $\nu = 5/2$ fractional quantum Hall (FQH) state is a useful case history for how numerics can elucidate experiments. This incompressible state is easily destroyed by the application of an in-plane magnetic field \cite{Eisenstein:1990}. At first it was assumed that this implied that the $5/2$ state is spin unpolarized or partially polarized, since the in-plane magnetic field presumably couples only to the electron spin. Careful finite-size numerical work changed this perception, leading to our current belief that the $5/2$ FQH state is in the universality class of the spin-polarized Moore-Read Pfaffian state.

In other pivotal work \cite{Morf:1998}, it was shown that spin-polarized states at $\nu = 5/2$ have lower energy than spin-unpolarized states. Furthermore, it was shown that varying the Hamiltonian slightly caused a phase transition between a gapped phase that has high overlap with the Moore-Read wave function and a compressible phase. The proposal put forth was that the most important effect of the in-plane field is on electron spins. Instead, it is the slight alteration of the shape of the electron wave function perpendicular to the sample which, in turn, slightly alters the effective electron-electron interaction, pushing the system over a phase boundary and destroying the gapped state. Further experimental work showed that the effect of the in-plane magnetic field is to drive the system across a phase transition from a gapped quantum Hall phase into an anisotropic compressible phase \cite{Lilly:1999,Pan:1999}. Further numerical work \cite{Rezayi:1998,Feiguin:2000} then mapped out a full phase diagram showing the transition between gapped and compressible phases and showing that the experimental systems lie exceedingly close to the phase boundary. The correspondence between numerics and experiment has been made more quantitative by comparisons between the energy gap obtained from numerics and the one measured in experiments \cite{Morf:2002,Morf:2003}. This case has been further strengthened by the application of the density-matrix renormalization group (DMRG) method to this problem \cite{Feiguin:2008}.

One issue worth considering is possible competitors to the Moore-Read Pfaffian state. Experiments have already told us that there is a fractional quantum Hall state at $\nu = 5/2$. Therefore our job is to determine which of the possible states is realized there. Serious alternatives to the Moore-Read Pfaffian state fall into two categories. On the one hand, there is the possibility that the ground state at $\nu = 5/2$ is not fully spin polarized. If it were completely unpolarized, the so-called $(3, 3, 1)$ state
(Halperin, 1983; Das Sarma and Pinczuk, 1997) would be a possibility. However, Morf’s numerics (Morf, 1998) and a variational Monte Carlo study (Dimov et al., 2008) indicate that an unpolarized state is higher in energy than a fully polarized state. This can be understood as a consequence of a tendency toward spontaneous ferromagnetism; however, a partially polarized alternative (which may be either Abelian or non-Abelian) to the Pfaffian is not ruled out (Dimov et al., 2008). Second, even if the ground state at \( \nu = 5/2 \) is fully spin polarized, the Pfaffian is not the only possibility. It was noticed that the Pfaffian state is not symmetric under a particle-hole transformation of a single Landau level (which in this case is the \( N=1 \) Landau level, with the \( N=0 \) Landau level filled and assumed inert), even though this is an exact symmetry of the Hamiltonian in the limit that the energy splitting between Landau levels is infinity. Therefore there is a distinct state, the anti-Pfaffian (Lee, Ryu, et al., 2007; Levin et al., 2007), which is an equally good state in this limit. Quasiparticles in this state are also essentially Ising anyons, but they differ from Pfaffian quasiparticles by Abelian statistical phases. In experiments, Landau-level mixing is not small, so one or the other state is lower in energy. On a finite torus, the symmetric combination of the Pfaffian and the anti-Pfaffian will be lower in energy, but as the thermodynamic limit is approached, the antisymmetric combination will become equal in energy. This is a possible factor that complicates the extrapolation of numerics to the thermodynamic limit. On a finite sphere, particle-hole symmetry is not exact; it relates a system with \( 2N-3 \) flux quanta to a system with \( 2N+1 \) flux quanta. Thus the anti-Pfaffian would not be apparent unless one looked at a different value of the flux. To summarize, the only known alternatives to the Pfaffian state—partially polarized states and the anti-Pfaffian—have not really been tested by numerics, either because the spin polarization was assumed to be 0% or 100% (Morf, 1998) or because Landau-level mixing was neglected.

With this caveat in mind, it is instructive to compare the evidence placing the \( \nu = 5/2 \) FQH state in the Moore-Read Pfaffian universality class with the evidence placing the \( \nu = 1/3 \) FQH state in the corresponding Laughlin universality class. In the latter case, there have been several experiments (Goldman and Su, 1995; De Picciotto et al., 1997; Saminadayar et al., 1997) which have observed quasiparticles with electrical charge \( e/3 \), in agreement with the prediction of the Laughlin universality class. In the case of the \( \nu = 5/2 \) FQH state, we do not yet have the corresponding measurements of the quasiparticle charge, which should be \( e/4 \). However, the observation of charge \( e/3 \), while consistent with the Laughlin universality class, does not uniquely fix the observed state in this class (see, e.g., Wójs, 2001; Simon, Rezayi, Cooper, et al., 2007). Thus much of our confidence derives from the (99% or better) overlap between the ground state obtained from exact diagonalization for a finite-size 2D system with up to 14 electrons and the Laughlin wave function. In the case of the \( \nu = 5/2 \) FQH state, the corresponding overlap (for 18 electrons on the sphere) between the \( \nu = 5/2 \) ground state and the Moore-Read Pfaffian state is impressive (~80%). This can be improved by modifying the wave function at short distances without leaving the Pfaffian phase (Moller and Simon, 2008). However, on the torus, as mentioned above, the symmetric combination of the Pfaffian and the anti-Pfaffian is a better candidate wave function in a finite-size system than the Pfaffian itself (or the anti-Pfaffian). Indeed, the symmetric combination of the Pfaffian and the anti-Pfaffian has an overlap of 97% for 14 electrons (Rezayi and Haldane, 2000).

To summarize, the overlap is somewhat smaller in the \( 5/2 \) case than in the \( 1/3 \) case when particle-hole symmetry is not accounted for, but only slightly smaller when it is. This is an indication that Landau-level mixing—which will favor either the Pfaffian or the anti-Pfaffian—is an important effect at \( \nu = 5/2 \), unlike at \( \nu = 1/3 \). Moreover, Landau-level mixing is likely to be large because the \( 5/2 \) FQH state is typically realized at relatively low magnetic fields, making the Landau level separation energy relatively small.

Given that potentially large effects have been neglected, it is not too surprising that the gap obtained by extrapolating numerical results for finite-size systems (Morf et al., 2002; Morf and d’Ambrumenil, 2003) is larger than the experimentally measured activation gap. Also, the corresponding excitation gap obtained from numerics for the \( \nu = 1/3 \) state is much larger than the measured activation gap. The discrepancy between the theoretical excitation gap and the measured activation gap is a generic problem of all FQH states, and may be related to poorly understood disorder effects and Landau-level mixing.

Finally, it is important to mention that several numerical works in the literature have raised some questions about the identification of the observed \( 5/2 \) FQH state with the Moore-Read Pfaffian (Toke and Jain, 2006; Wójs and Quinn, 2006; Toke et al., 2007). Considering the absence of a viable alternative (apart from the anti-Pfaffian and partially polarized states, which were not considered by these authors), it seems unlikely that these doubts will continue to persist, as more thorough numerical work indicates (Moller and Simon, 2008; Peterson and Das Sarma, 2008).

b. 12/5 state

While our current understanding of the \( 5/2 \) state is good, the situation for the experimentally observed \( 12/5 \) state is more murky, although the possibilities are even more exciting, at least from the perspective of topological quantum computation. One (relatively dull) possibility is that the \( 12/5 \) state is essentially the same as the observed \( \nu = 2/5 \) state, which is Abelian. However, Read and Rezayi proposed in their work on non-Abelian generalizations of the Moore-Read state (Read and Rezayi, 1999) that the \( 12/5 \) state might be (the particle-hole conjugate of) their \( \mathbb{Z}_3 \) parafermion [or SU(2) level 3] state. This is an exciting possibility because, unlike the non-
Abelian Moore-Read state at $5/2$, the $Z_3$ parafermion state would have braiding statistics that allow universal topological quantum computation.

The initial numerics by Read and Rezayi (1999) indicated that the $12/5$ state is close to a phase transition between the Abelian hierarchy state and the non-Abelian parafermion state. Recent work by the same authors (Rezayi and Read, 2006) has mapped out a detailed phase diagram showing for what range of parameters a system should be in the non-Abelian phase. It was found that the non-Abelian phase is not “far” from the results that would be expected from most real experimental systems. This again suggests that (if the system is not already in the non-Abelian phase), we may be able to engineer slight changes in an experimental sample that would push the system over the phase boundary into the non-Abelian phase.

Experimentally, little is known about the $12/5$ state. Indeed, a well-quantized plateau has only ever been seen in a single published (Xia et al., 2004) experiment. Furthermore, there is no experimental information about spin polarization (the non-Abelian phase should be polarized whereas the Abelian phase could be either polarized or unpolared), and it is not at all clear why the $12/5$ state has been seen, but its particle-hole conjugate, the $13/5$ state, has not (in the limit of infinite Landau level separation, these two states will be identical in energy). Nonetheless, despite the substantial uncertainties, there is a great deal of excitement about the possibility that this state will provide a route to topological quantum computation.

c. Other quantum Hall states

The most strongly observed fractional quantum Hall states are the composite fermion states $\nu=p/(2p+1)$, or are simple generalizations of them. There is little debate that these states are likely to be Abelian. However, there are a number of observed exotic states whose origin is not currently agreed upon. An optimist may look at any state of unknown origin and suggest that it is a non-Abelian state. Indeed, non-Abelian proposals have been made for a variety of states of uncertain origin including $3/8, 4/11, 8/3, and 7/3$ (Scarola et al., 2002; Wojs et al., 2006; Jolicoeur, 2007; Simon, Rezayi, Cooper, et al., 2007; Simon et al., 2007a). Of course, other more conventional Abelian proposals have been made for each of these states too (Wojs and Quinn, 2002; Chang and Jain, 2004; Goerbig et al., 2004; López and Fradkin, 2004; Wojs et al., 2004). For each of these states, there is a great deal of research left to be done, both theoretical and experimental, before any sort of definitive conclusion is reached.

In this context, it is worthwhile to mention another class of quantum Hall systems where non-Abelian anyons could exist, namely, bilayer or multilayer 2D systems (Greiter et al., 1991; He et al., 1991, 1993; Das Sarma and Pinczuk, 1997). More work is necessary in investigating the possibility of non-Abelian multilayer quantum Hall states.

3. Interference experiments

While numerics give useful insight about the topological nature of observed quantum Hall states, experimental measurements will ultimately play the decisive role. So far, little has been directly measured experimentally about the topological nature of the $\nu=5/2$ state, and even less is known about other putative non-Abelian quantum Hall states such as $\nu=12/5$. In particular, there is no direct experimental evidence for the non-Abelian nature of the quasiparticles. The existence of a degenerate, or almost degenerate, subspace of ground states leads to a zero-temperature entropy and heat capacity, but those are hard to measure experimentally. Furthermore, this degeneracy is just one requirement for non-Abelian statistics to occur. How then does one demonstrate experimentally that fractional quantum Hall states, particularly the $\nu=5/2$ state, are indeed non-Abelian?

The fundamental quasiparticles (i.e., the ones with the smallest electrical charge) of the Moore-Read Pfaffian state have charge $e/4$ (Moore and Read, 1991; Greiter et al., 1992). The fractional charge does not uniquely identify the state—the Abelian (3, 3, 1) state has the same quasiparticle charge—but a different value of the minimal quasiparticle charge at $\nu=5/2$ would rule out the Pfaffian state. Hence the first important measurement is the quasiparticle charge, which was done more than ten years ago in the case of the $\nu=1/3$ state (Goldman and Su, 1995; De Picciotto et al., 1997; Saminadayar et al., 1997).

If the quasiparticle charge is shown to be $e/4$, then further experiments which probe the braiding statistics of the charge $e/4$ quasiparticles will be necessary to pin down the topological structure of the state. One way to do this is to use a mesoscopic interference device. Consider a Fabry-Perot interferometer, as depicted in Fig. 2. A Hall bar lying parallel to the x axis is put in a field such that it is at filling fraction $\nu=5/2$. It is perturbed by two constrictions, as shown in the figure. The two constrictions introduce two amplitudes for interedge tunneling $t_{1,2}$. To lowest order in $t_{1,2}$, the four-terminal longitudinal conductance of the Hall bar is

$$G_L \approx |t_1|^2 + |t_2|^2 + 2 \text{Re}(t_1^* t_2 e^{i\phi}).$$

For an integer Landau filling, the relative phase $\phi$ may be varied either by a variation of the magnetic field or by a variation of the area of the “cell” defined by the two edges and the two constrictions, since that phase is $2\pi\Phi/\Phi_0$, with $\Phi = BA$ the flux enclosed in the cell, $A$ the area of the cell, and $\Phi_0$ the flux quantum. Thus, when the area of the cell is varied by means of a side gate (labeled $S$ in the figure), the backscattered current should oscillate.

For fractional quantum Hall states, the situation is different (de C. Chamon et al., 1997). In an approximation in which the electronic density is determined by the requirement of charge neutrality, a variation of the cell area varies the flux it encloses and keeps its bulk Landau filling unaltered. In contrast, a variation of the magnetic
field changes the filling fraction in the bulk, and consequently introduces quasiparticles in the bulk. Since the statistics of the quasiparticles is fractional, they contribute to the phase $\phi$. The backscattering probability is then determined not only by the two constrictions and the area of the cell they define, but also by the number of localized quasiparticles that the cell encloses. By varying the voltage applied to an antidot in the cell (the gray circle in Fig. 2), we can independently vary the number of quasiparticles in the cell. Again, however, as the area of the cell is varied, the backscattered current oscillates.

For non-Abelian quantum Hall states, the situation is more interesting (Fradkin et al., 1998; Das Sarma et al., 2005; Bonderson, Kitaev, et al., 2006; Bonderson, Shtengel, et al., 2006; Chung and Stone, 2006; Stern and Halperin, 2006). Consider the case of the Moore-Read Pfaffian state. For clarity, we assume that there are localized $e/4$ quasiparticles only within the cell (either at the antidot or elsewhere in the cell). If the current in Fig. 2 comes from the left, the portion of the current that is backreflected from the left constriction does not encircle any of these quasiparticles, and thus does not interact with them. The part of the current that is backscattered from the right constriction, on the other hand, does encircle the cell, and therefore applies a unitary transformation on the subspace of degenerate ground states. The final state of the ground state subspace that is coupled to the left backscattered wave $|\xi_0\rangle$ is different from the state coupled to the right partial wave $\tilde{U}|\xi_0\rangle$. Here $\tilde{U}$ is the unitary transformation that results from the encircling of the cell by the wave scattered from the right constriction. The interference term in the four-terminal longitudinal conductance, the final term in Eq. (14), is then multiplied by the matrix element $\langle \xi_0 | \tilde{U} | \xi_0 \rangle$:

$$G_L \propto |t_1|^2 + |t_2|^2 + 2 \mathrm{Re}\{t_1^* t_2 e^{i \phi} \langle \xi_0 | \tilde{U} | \xi_0 \rangle\}. \quad (15)$$

In Sec. III, we explain how $\langle \xi_0 | \tilde{U} | \xi_0 \rangle$ can be calculated by several different methods. Here we give a brief description of the result.

For the Moore-Read Pfaffian state, which is believed to be realized at $\nu=5/2$, the expectation value $\langle \xi_0 | \tilde{U} | \xi_0 \rangle$ depends first and foremost on the parity of the number of $e/4$ quasiparticles localized in the cell. When that number is odd, the resulting expectation value is zero. When that number is even, the expectation value is non-zero and may assume one of two possible values that differ by a minus sign. As a consequence, when the number of localized quasiparticles is odd, no interference pattern is seen, and the backscattered current does not oscillate with small variations of the area of the cell. When that number is even, the backscattered current oscillates as a function of the area of the cell.

A way to understand this result is to observe that localized quasiparticles in the cell can be viewed as being created in pairs from the vacuum. Suppose that we want to have $N$ quasiparticles in the cell. If $N$ is odd, then we can create $(N+1)/2$ pairs and take one of the resulting quasiparticles outside the cell, where it is localized. Fusing all $N+1$ of these particles gives the trivial particle, since they were created from the vacuum. Now consider what happens when a current-carrying quasiparticle tunnels at one of the two point contacts. If it tunnels at the second one, it braids around the $N$ quasiparticles in the cell [but not the $(N+1)$th, which is outside the cell]. This changes the fusion channel of the $N+1$ localized quasiparticles. In the language introduced in Sec. II.A.1 each $e/4$ quasiparticle is a $\sigma$ particle. An odd number $N$ of them can only fuse to $\sigma$; fused now with the $(N+1)$th, they can give either $I$ or $\phi$. Current-carrying quasiparticles, when they braid with the $N$ in the cell, toggle the system between these two possibilities. Since the state of the localized quasiparticles has been changed, such a process cannot interfere with a process in which the current-carrying quasiparticle tunnels at the first junction and does not encircle any of the localized quasiparticles. Therefore localized quasiparticles “measure” which trajectory is taken by current-carrying quasiparticles (Overbosch and Bais, 2001; Bonderson et al., 2007).

If $N$ is even, then we can create $(N+2)/2$ pairs and take two of the resulting quasiparticles outside of the cell. If the $N$ quasiparticles in the cell all fuse to the trivial particle, then this is not necessary; we can just create $N/2$ pairs. However, if they fuse to a neutral fermion $\psi$, then we need a pair outside the cell which also fuses to $\psi$ so that the total fuses to $I$, as it must for pair creation from the vacuum. A current-carrying quasiparticle picks up a phase depending on whether the $N$ quasiparticles in the cell fuse to $I$ or $\psi$.

The Fabry-Perot interferometer depicted in Fig. 2 allows also for the interference of waves that are backreflected several times. For an integer filling factor, in the limit of strong backscattering at the constrictions, the sinusoidal dependence of the Hall bar’s conductance on the area of the cell gives way to a resonancelike dependence: the conductance is zero unless a Coulomb peak develops. For the $\nu=5/2$ state, again, the parity of the number of localized quasiparticles matters: when it is odd, the Coulomb blockade peaks are equally spaced; when it is even, the spacing between the peaks alternates between two values (Stern and Halperin, 2006).

The Moore-Read Pfaffian state, which is possibly realized at $\nu=5/2$, is the simplest of the non-Abelian states. The other states are more complex, but also richer. The geometry of the Fabry-Perot interferometer may be analyzed for these states as well. In general, for all non-Abelian states, the conductance of the Hall bar depends on the internal state of the quasiparticles localized between constrictions—i.e., the quasiparticle to which they fuse. However, only for the Moore-Read Pfaffian state is the effect quite so dramatic. For example, for the the $Z_3$ parafermion state, which is possibly realized at $\nu=12/5$, when the number of localized quasiparticles is larger than 3, the fusion channel of quasiparticles determines whether the interference is fully visible or suppressed by a factor of $-\varphi^{-2}$ [with $\varphi$ the golden ratio $(\sqrt{5}+1)/2$] (Bonderson, Shtengel, et al., 2006;
FIG. 3. (Color online) If a third constriction is added between the other two, the cell is broken into two halves. We suppose that there is one quasiparticle (or any odd number) in each half. These two quasiparticles (labeled 1 and 2) form a qubit which can be read by measuring the conductance of the interferometer if there is no backscattering at the middle constriction. When a single quasiparticle tunnels from one edge to the other at the middle constriction, a $\sigma_x$ or NOT gate is applied to the qubit.

Chung and Stone, 2006). The number of quasiparticles, on the other hand, affects only the phase of the interference pattern. Similar to the case of $v=5/2$, here too the positions of Coulomb blockade peaks on the two-parameter plane of area and magnetic field reflect the non-Abelian nature of quasiparticles (Ilan et al., 2008).

4. A fractional quantum Hall quantum computer

We now describe how the constricted Hall bar may be utilized as a quantum bit (Das Sarma et al., 2005). To that end, an even number of e/4 quasiparticles should be trapped in the cell between constrictions, and a new, tunable, constriction should be added between the other two so that the cell is broken into two cells with an odd number of quasiparticles in each (see Fig. 3). One way to tune the number of quasiparticles in each half is to have two antidots in the Hall bar. By tuning the voltage on the antidots, we can change the number of quasiholes on each. Assume that we thereby fix the number of quasiparticles in each half of the cell to be odd. For concreteness, take this odd number to be 1 (i.e., assume that we are in the idealized situation in which there are no quasiparticles in the bulk, and one quasihole on each antidot). These two quasiholes then form a two-level system, i.e., a qubit. This two-level system can be understood in several ways, discussed in Sec. III. In brief, the two states correspond to whether the two $\sigma_x$ fuse to $\mathbf{1}$ or $\psi$ or, in the language of chiral $p$-wave superconductivity, the presence or absence of a neutral (“Majorana”) fermion; or, equivalently, to the fusion of two quasiparticles carrying the spin-1/2 representation of an SU(2) gauge symmetry in the spin-0 or spin-1 channels.

The interference between the $t_1$ and $t_2$ processes depends on the state of the two-level system, so the qubit can be read by a measurement of the four-terminal longitudinal conductance

$$G_L \propto |t_1|^2 + |t_2|^2 \pm 2 \text{Re} \{t_1^* t_2 e^{i\phi}\},$$

where the $\pm$ comes from the dependence of $\langle \xi_0 | \hat{U} | \xi_0 \rangle$ on the state of the qubit, as discussed in Sec. III.

The purpose of the middle constriction is to allow us to manipulate the qubit. The state may be flipped, i.e., a $\sigma_x$ or NOT gate can be applied, by the passage of a single quasiparticle from one edge to the other, provided that its trajectory passes between the two localized quasiparticles. This is a simple example of how braiding causes nontrivial transformations of multiquasiparticle states of non-Abelian quasiparticles, discussed in Sec. III. If we measure the four-terminal longitudinal conductance $G_L$ before and after applying this NOT gate, we observe different values according to Eq. (16).

For this operation to be a NOT gate, it is important that a single quasiparticle (or any odd number) tunnels from one edge to the other across the middle constriction. In order to regulate the number of quasiparticles that pass across the constriction, it may be useful to have a small antidot in the middle of the constriction with a large charging energy so that only a single quasiparticle can pass through at a time. If we do not have good control over how many quasiparticles tunnel, then it will be random whether an even or odd number of quasiparticles tunnel across; half of the time, a NOT gate will be applied and the backscattering probability (hence the conductance) will change, while the other half of the time, the backscattering probability is unchanged. If the constriction is pinched down to such an extreme that the $5/2$ state is disrupted between quasiparticles, then when it is restored there will be an equal probability for the qubit to be in either state.

This qubit is topologically protected because its state can be affected only by a charge-$e/4$ quasiparticle braiding with it. If a charge-$e/4$ quasiparticle winds around one of the antidots, it effects a NOT gate on the qubit. The probability for such an event can be small because the density of thermally excited charge-$e/4$ quasiparticles is exponentially suppressed at low temperatures, $n_{qp} \sim \exp(-\Delta/(2T))$. The simplest estimate of the error rate $\Gamma$ (in units of the gap) is then of activated form:

$$\Gamma/\Delta \sim (T/\Delta) e^{-\Delta/(2T)}.$$  

The most favorable experimental situation (Xia et al., 2004) considered by Das Sarma et al. (2005) has $\Delta = 500$ mK and $T = 5$ mK, producing a low error rate $\sim 10^{-15}$. This should be taken as an overly optimistic estimate. A more definitive answer is more complicated since there are multiple gaps which can be relevant in a disordered system. Furthermore, at low temperatures, we expect quasiparticle transport to be dominated by variable-range hopping of localized quasiparticles rather than thermal activation. Indeed, the crossover to this behavior may already be apparent (Pan, Xia, et al., 1999), in which case the error suppression will be considerably weaker at the lowest temperatures. Although the error rate, which is determined by the probability for a quasiparticle to wind around the antidot, is not the same as the longitudinal resistance, which is the probability for it to go from one edge of the system to the other, the two are controlled by similar physical processes. A more sophisticated estimate would require a detailed analysis of the quasiparticle transport properties that contribute to the error rate. In addition, this
error estimate assumes that all trapped (unintended) quasiparticles are kept far from the quasiparticles which we use for our qubit, so that they cannot exchange topological quantum numbers with our qubit via tunneling. We comment on the issues involved in more detailed error estimates in Sec. IV.D.

The device envisioned above can be generalized to one with many antidots and therefore many qubits. More complicated gates, such as a controlled-\textsc{not} (\textsc{cnot}) gate, can be applied by braiding quasiparticles. It is not clear how to braid quasiparticles localized in the bulk—perhaps by transferring them from one antidot to another in a kind of “bucket brigade.” This is an important problem for any realization of topological quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing. However, as discussed in Sec. IV, even if this were solved, there would still be the problem that braiding alone is not sufficient for universal quantum computing.

5. Physical systems and materials considerations

As seen in the device described in the previous section, topological protection in non-Abelian fractional quantum Hall states hinges on the energy gap ($\Delta$) separating the many-body degenerate ground states from the low-lying excited states. This excitation gap also leads to the incompressibility of the quantum Hall state and the quantization of the Hall resistance. Generally speaking, the larger the size of this excitation gap compared to the temperature, the more robust the topological protection, since thermal excitation of stray quasiparticles, which varies as $\exp[-\Delta/(2kT)]$, could lead to errors.

It must be emphasized that the relevant $T$ here is the temperature of electrons (or more precisely, quasiparticles) and not that of the GaAs-AlGaAs lattice surrounding the 2D electron layer. Although the surrounding bath temperature could be lowered to 1 mK or below using adiabatic demagnetization in dilution refrigerators, the 2D electrons themselves thermally decouple from the bath at low temperatures, and it is difficult to cool the 2D electrons below $T=20$ mK. It will be a great boost to hopes for topological quantum computation using non-Abelian fractional quantum Hall states if the electron temperature can be lowered to 1 mK or even below, and serious efforts are currently under way in several laboratories with this goal.

Unfortunately, the excitation gaps for the expected non-Abelian fractional quantum Hall states are typically small (compared, for example, with the $\nu=1/3$ fractional quantum Hall state). The early measured gap for the 5/2 state was around $\Delta\approx 25$ mK (Willett et al., 1987), but steady improvement in materials quality, as measured by the sample mobility, has considerably enhanced this gap. In the highest-mobility samples currently available, $\Delta = 600$ mK (Choi et al., 2008). Indeed, there appears to be a close connection between the excitation gap $\Delta$ and the mobility (or the sample quality). Although the details of this connection are not well understood, it is empirically well established that enhancing the 2D mobility invariably leads to larger measured excitation gaps. In particular, an empirical relation $\Delta = \Delta_0 - \Gamma$, where $\Delta$ is the measured activation gap and $\Delta_0$ is the ideal excitation gap with $\Gamma$ the level broadening arising from impurity and disorder scattering, has often been discussed (see, e.g., Du et al., 1993). Setting the mobility $\mu = e\tau/m$, with $\tau$ the zero-field Drude scattering time, we can write (an approximation of) the level broadening as $\Gamma = h/(2\tau)$, indicating $\Gamma \approx \mu^{-1}$ in this simple picture, and therefore increasing the mobility should steadily enhance the operational excitation gap, as is found experimentally. It has been pointed out (Morf et al., 2002) that, if $\Gamma$ is reduced, a FQH gap of $2-3$ K may be achievable in the 5/2 FQH state. Much less is currently known about the 12/5 state, but recent numerics (Rezayi and Read, 2006) suggest that the maximal gap in typical samples will be quite a bit lower than for 5/2.

It is also possible to consider designing samples that would inherently have particularly large gaps. First, the interaction energy (which sets the overall scale of the gap) is roughly of the $1/r$ Coulomb form, so it scales as the inverse of the interparticle spacing. Doubling the density should therefore increase the gaps by roughly 40%. Although there are efforts under way to increase the density of samples (Willett et al., 2007), there are practical limitations to how high a density one can obtain since, if one tries to overfill a quantum well with electrons, the electrons will no longer remain strictly two dimensional (i.e., they will start filling higher subbands, or they will not remain in the well at all). Second, as discussed in Sec. II.C.2, since the non-Abelian states appear generally to be sensitive to the precise parameters of the Hamiltonian, another possible route to increased excitation gap would be to design the precise form of the interelectron interaction [which can be modified by well width, screening layers, and particularly spin-orbit coupling (Manfra et al., 2007)] so that the Hamiltonian is at a point in the phase diagram with maximal gap. With all approaches for redesigning samples, however, it is crucial to keep the disorder level low, which is a difficult challenge.

Note that a large excitation gap (and correspondingly low temperature) suppresses thermally excited quasiparticles but does not preclude stray localized quasiparticles which could be present even at $T=0$. As long as their positions are known and fixed, and as long as they are few enough in number to be sufficiently well separated, these quasiparticles would not present a problem, as one could avoid moving other quasiparticles near their positions, and one could then tailor algorithms to account for their presence. If the density of stray localized quasiparticles is sufficiently high, however, this would no longer be possible. Fortunately, these stray particles can be minimized by one of the methods discussed above to keep the energy gap large—by improving the mobility of the 2D electron sample on which the measurements (i.e.,
the computation operations) are carried out. Improvement in the mobility leads to both the enhancement of the excitation gap and the suppression of unwanted quasiparticle localization by disorder.

We emphasize, however, the extremely high quality of the current samples. Current “good” sample mobilities are in the range (10–30) × 10^6 cm^2/V s. To give the reader an idea of how impressive this is, we note that under such conditions, at low temperatures, the mean free path for an electron may be a macroscopic length of 0.1 mm or more. (Compare this to, say, copper at room temperature, which has a mean free path of tens of nanometers or less.)

Nonetheless, further technique and design improvement fit molecular-beam epitaxy (MBE) may be needed to push low-temperature 2D electron mobilities to 100 × 10^6 cm^2/V s or above for topological quantum computation to be feasible. At lower temperatures, T < 100 mK, phonon scattering is strongly suppressed (Stormer et al., 1990; Kawamura and Das Sarma, 1992), and there is essentially no intrinsic limit to the 2D electron mobility, since extrinsic scattering associated with impurities and disorder can, in principle, be eliminated through materials improvement. In fact, steady materials improvement in modulation-doped 2D GaAs-AlGaAs heterostructures grown by the MBE technique has enhanced the 2D electron mobility from 10^4 cm^2/V sec in the early 1980s to 30 × 10^6 cm^2/V sec in 2004, 2 orders of magnitude improvement in materials quality in roughly 20 years. Indeed, the vitality of 2004, a three orders of magnitude improvement in material fit molecular-beam epitaxy, is a proposition for the successful experimental observation of non-Abelian anyonic statistics and topological quantum computation.

D. Other proposed non-Abelian systems

This review focuses on the non-Abelian anyonic properties of certain fractional quantum Hall states (e.g., ν = 5/2, 12/5, etc. states) in two-dimensional semiconductor structures, mainly because theoretical and experimental study of such (possibly) non-Abelian fractional quantized Hall states is a mature subject, dating back to 1986, with many concrete results and ideas, including a proposal (Das Sarma et al., 2005) for the construction of qubits and a NOT gate for topological quantum computation (described in Sec. II.C.4 and in Sec. IV). But there are several other systems that are potential candidates for topological quantum computation, and we briefly discuss these systems in this section. Indeed, the earliest proposals for fault-tolerant quantum computation with anyons were based on spin systems, not the quantum Hall effect (Kitaev, 2003).

First, we emphasize that the most crucial necessary condition for carrying out topological quantum computation is the existence of appropriate “topological matter,” i.e., a physical system in a topological phase. Such a phase of matter has suitable ground state properties and quasiparticle excitations manifesting non-Abelian statistics. Unfortunately, the necessary and sufficient conditions for the existence of topological ground states are not known even in theoretical models. We note that the topological symmetry of the ground state is an emergent symmetry at low energy, which is not present in the microscopic Hamiltonian of the system. Consequently, given a Hamiltonian, it is difficult to determine if its ground state is in a topological phase. It is certainly no easier than showing that any other low-energy emergent phenomenon occurs in a particular model. Except for exactly solvable models (see, e.g., Levin and Wen 2005b; Kitaev, 2006), described in Sec. III.G, topological ground states are inferred on the basis of approximations and guesswork. On the other hand, if topological states exist at all, they will be robust (i.e., their topological nature should be fairly insensitive to local perturbations, e.g., electron-phonon interaction or charge fluctuations between traps). For this reason, we believe that, if it can be shown that some model Hamiltonian has a topological ground state, then a real material which is described approximately by that model is likely to have a topological ground state as well.

One theoretical model that is known to have a non-Abelian topological ground state is a (p + ip)-wave superconductor (i.e., a superconductor where the order parameter is of p_x + ip_y symmetry). As described in Sec. III.B, vortices in a superconductor of p + ip pairing symmetry exhibit non-Abelian braiding statistics. This is a reincarnation of the physics of the Pfaffian state (believed to be realized at the ν = 5/2 quantum Hall plateau) in zero magnetic field. Chiral p-wave superconductivity or superfluidity is currently the most transparent route to non-Abelian anyons. As discussed below, there are multiple physical systems that may host such a reincarnation. The Kitaev honeycomb model (see also Sec. III.G) (Kitaev, 2006) is a different model which gives rise to the same physics. In it, spins interact anisotropically such that their Hilbert space can be mapped onto that of a system of Majorana fermions. In various parameter ranges, the ground state is in either an Abelian topological phase or a non-Abelian one in the same universality class as a p + ip superconductor.

Chiral p-wave superconductors, like quantum Hall states, break parity and time-reversal symmetries, although they do so spontaneously, rather than as a result of a large magnetic field. However, it is also possible to have a topological phase that does not break these symmetries. Soluble theoretical models of spins on a lattice have been constructed that have P, T-invariant topological ground states. A simple model of this type with an Abelian topological ground state, called the “toric code,” was proposed by Kitaev (2003). Even though it is not sufficient for topological quantum computation because it is Abelian, it is instructive to consider this model because non-Abelian models can be viewed as more complex versions of it. It describes s = 1/2 spins on a lattice interacting through the following Hamiltonian (Kitaev, 2003):

This model can be defined on an arbitrary lattice. The spins are assumed to be on the links of the lattice: $A_i = \prod_{\alpha} \sigma_{\alpha}^{i}$, where $N(i)$ is the set of spins on links $\alpha$ which touch the vertex $i$, and $F_p = \prod_{\alpha \in p} \sigma_{\alpha}^{i}$, where $p$ is a plaquette and $\alpha \in p$ are the spins on the links comprising the plaquette. This model is exactly soluble because the $A_i$’s and $F_p$’s all commute with each other. For any $J_1, J_2 > 0$, the ground state $|0\rangle$ is given by $A_i |0\rangle = F_p |0\rangle = 0$ for all $i, p$. Quasiparticle excitations are sites $A_i |0\rangle = |\not{0}\rangle$ or plaquettes $p$ at which $F_p |0\rangle = |\not{0}\rangle$. A pair of excited sites can be created at $i$ and $i'$ by acting on the ground state with $\Pi_{\alpha \in C} \sigma_{\alpha}^{i}$, where the product is over the links in a chain $C$ on the lattice connecting $i$ and $i'$. Similarly, a pair of excited plaquettes can be created by acting on the ground state with connected $\Pi_{\alpha \in p} \sigma_{\alpha}^{i}$ where the product is over the links crossed by a chain $C$ on the dual lattice connecting the centers of plaquettes $p$ and $p'$. Both types of excitation are bosons, but when an excited site is taken around an excited plaquette, the wave function acquires a minus sign. Thus these two types of bosons are relative semions.

The toric code model is not realistic, but it is closely related to more realistic models, such as the quantum dimer model (Klein, 1982; Rokhsar and Kivelson, 1988; Chayes et al., 1989; Moessner and Sondhi, 2001; Nayak and Shtengel, 2001). The degrees of freedom in this model are dimers on the links of a lattice, which represent a spin singlet bond between the two spins on either end of a link. The quantum dimer model was proposed as an effective model for frustrated antiferromagnets, in which the spins do not order, but instead form singlet bonds that resonate among the links of the lattice—the resonating valence bond (RVB) state (Anderson, 1973; 1987; Baskaran et al., 1987; Kivelson et al., 1987) which, in modern language, we would describe as a specific realization of a simple Abelian topological state (Balents et al., 1999, 2000; Senthil and Fisher, 2000, 2001; Moessner and Sondhi, 2001). While the quantum dimer model on the square lattice does not have a topological phase for any range of parameter values (the RVB state is the ground state only at a critical point), the model on a triangular lattice does have a topological phase (Moessner and Sondhi, 2001).

Levin and Wen (2005a, 2005b) constructed a model which is a non-Abelian generalization of Kitaev’s toric code model. It is an exactly soluble model of spins on the links (two on each link) of the honeycomb lattice with three-spin interactions at each vertex and twelve-spin interactions around each plaquette, described in Sec. III.G. This model realizes a non-Abelian phase that supports Fibonacci anyons, which permits universal topological quantum computation (and generalizes to other non-Abelian topological phases). Other models have been constructed (Fendley and Fradkin, 2005; Freedman et al., 2005a), which are not exactly soluble but have only two-body interactions and can be argued to support topological phases in some parameter regime. However, there is still a considerable gap between models that are soluble or quasisoluble and models that might be considered realistic for some material.

Models such as the Kitaev and Levin-Wen models are deep within topological phases; there are no other competing states nearby in their phase diagram. However, simple models such as the Heisenberg model or extensions of the Hubbard model are not of this form. The implication is that such models are not deep within a topological phase, and topological phases must compete with other phases, such as broken symmetry phases. In the quantum dimer model (Rokhsar and Kivelson, 1988; Moessner and Sondhi, 2001), for instance, an Abelian topological phase must compete with various crystalline phases which occupy most of the phase diagram. This is presumably one obstacle to finding topological phases in more realistic models, i.e., models that give an approximate description of some concrete physical system.

There are several physical systems—apart from fractional quantum Hall states—that might be promising hunting grounds for topological phases, including transition metal oxides and ultracold atoms in optical traps. The transition metal oxides have an advantage: we already know that they give rise to collective phenomena such as high-$T_c$ superconductivity, colossal magnetoresistance, stripes, and thermoelectricity. Unfortunately, however, their physics is difficult to unravel both theoretically and experimentally for this very reason: there are many different competing phenomena in these materials. This is reflected in the models that describe transition metal oxides. They tend to have many closely competing phases, so that different approximate treatments find rather different phase diagrams. There is a second advantage to the transition metal oxides, namely, that many experimental techniques have been developed to study them, including transport, thermodynamic measurements, photoemission, neutron scattering, x-ray scattering, and NMR. Unfortunately, however, these methods are tailored for detecting broken-symmetry states or for giving a detailed understanding of metallic behavior, not for uncovering a topological phase. Nevertheless, this is such a rich family of materials that it would be surprising if there were not a topological phase hiding there (whether we find it is another matter). There is one particular material in this family, Sr$_2$RuO$_4$, for which there is evidence that it is a chiral $p$-wave superconductor at low temperatures, $T_c \approx 1.5$ K (Kidd- Wingira et al., 2006; Xia et al., 2006). Half quantum vortices in a thin film of such a superconductor would exhibit non-Abelian braiding statistics (since Sr$_2$RuO$_4$ is not spin polarized, one must use half quantum vortices, not ordinary vortices). However, half quantum vortices are usually not the lowest-energy vortices in a chiral $p$-wave superconductor, and a direct experimental observation of the half vortices themselves would be a milestone on the way to topological quantum computation (Das Sarma Nayak, et al., 2006).

The current status of research is as follows. Three-dimensional single crystals and thin films of Sr$_2$RuO$_4$
have been fabricated and studied. The superconductivity of these samples has been studied by many experimental probes, with the goal of identifying the symmetry of the Cooper pair. There are many indications that support the identification of Sr$_2$RuO$_4$ as a $p_x+ip_y$ superconductor. First, experiments that probe the spins of the Cooper pair indicate triplet pairing (Mackenzie and Maeno, 2003). Such experiments probe the spin susceptibility through measurements of the NMR Knight shift and of neutron scattering. For singlet spin pairing, the susceptibility vanishes at zero temperature, since the spins retain a zero polarization state in order to form Cooper pairs. In contrast, the susceptibility remains finite for triplet pairing, and this is indeed the observed behavior. Second, several experiments that probe time-reversal symmetry have indicated that it is broken, as expected from a $p\pm ip$ superconductor. These experiments include muon spin relaxation (Mackenzie and Maeno, 2003) and the polar Kerr effect (Xia et al., 2006). In contrast, magnetic imaging experiments designed to probe the edge currents that are associated with a superconductor that breaks time reversal symmetry did not find the expected signal (Kirtley et al., 2007). The absence of this signal may be attributed to the existence of domains of $p+ip$ interleaved with those of $p-ip$. In summary, Sr$_2$RuO$_4$ is likely to be a three dimensional $p+ip$ superconductor, which may open the way for realization of a two-dimensional superconductor that breaks time-reversal symmetry.

The other promising direction to look for topological phases, ultracold atoms in traps, also has several advantages. The Hamiltonian can often be tuned by, for instance, tuning the lasers which define an optical lattice or by tuning through a Feshbach resonance. For instance, there is a specific scheme for realizing the Hubbard model (Jaksch and Zoller, 2005) in this way. At present there are relatively few experimental probes of these systems, as compared with transition metal oxides or even semiconductor devices. However, some available probes give information that cannot be measured in electronic systems. Furthermore, new probes for cold atom systems are being developed at a remarkable rate.

There are two different schemes for generating topological phases in ultracold atomic gases that seem promising at the current time. The first is the approach of using fast-rotating dilute Bose gases (Wilkin et al., 1998) to make quantum Hall systems of bosons (Cooper et al., 2001). Here the rotation plays the role of an effective magnetic field, and the filling fraction is given by the ratio of the number of bosons to the number of vortices caused by rotation. Experimental techniques (Abo-Shaeer et al., 2001; Bretin et al., 2004; Schweikhard et al., 2004) have been developed that can give large rotation rates, and filling fractions can be generated which are as low as $\nu=500$ (Schweikhard et al., 2004). While this is sufficiently low that all of the bosons are in a single Landau level (since there is no Pauli exclusion, $\nu>1$ can still be a lowest-Landau-level state), it is still predicted to be several orders of magnitude too high for interesting topological states to be realized. Theoretically, the interesting topological states occur for $\nu<10$ (Cooper et al., 2001). In particular, evidence is strong that $\nu=1$, should it be achieved, would be the bosonic analog of the Moore-Read state, and slightly less strong evidence suggests that $\nu=3/2$ and 2 would be the Read-Rezayi states, if the interboson interactions were appropriately adjusted (Rezayi et al., 2005; Cooper and Rezayi, 2007). In order to access this regime, either rotation rates will need to be increased substantially or densities will have to be decreased substantially. While the latter sounds easier, it then results in all interaction scales being correspondingly lower, and hence implies that the temperature would have to be lower also, which again becomes a challenge. Several other works have proposed using atomic lattice systems where manipulation of parameters of the Hamiltonian induces effective magnetic fields and should also result in quantum Hall physics (Mueller, 2004; Popp et al., 2004; Sorensen et al., 2005).

The second route to generating topological phases in cold atoms is the idea of using a gas of ultracold fermions with a $p$-wave Feschbach resonance, which could form a spin-polarized chiral $p$-wave superfluid (Gurarie et al., 2005). Preliminary studies of such $p$-wave systems have been made experimentally (Gaebler et al., 2007) and, unfortunately, it appears that the decay time of the Feshbach bound states may be so short that thermalization is impossible. Indeed, recent theoretical work (Levinson et al., 2007) suggests that this may be a generic problem and additional tricks may be necessary if a $p$-wave superfluid is to be produced in this way.

We note that both the $\nu=1$ rotating boson system and the chiral $p$-wave superfluid would be quite closely related to the putative non-Abelian quantum Hall state at $\nu=5/2$ (as is Sr$_2$RuO$_4$). However, there is an important difference between a $p$-wave superfluid of cold fermions and the $\nu=5/2$ state. Two-dimensional superconductors, as well as superfluids in any dimension, have a gapless Goldstone mode. Therefore there is the danger that the motion of vortices may cause the excitation of low-energy modes. Superfluids of cold atoms may, however, be good test grounds for the detection of localized Majorana modes associated with localized vortices, as those are expected to have a clear signature in the absorption spectrum of rf radiation (Tewari, Das Sarma, Nayak et al., 2007), in the form of a discrete absorption peak whose density and weight are determined by the density of vortices (Großfeld et al., 2007). One can also realize, using suitable laser configurations, Kitaev’s honeycomb lattice model [Eq. (58)] with cold atoms on an optical lattice (Duan et al., 2003). Zhang et al. (2007) showed how to braid anyons in such a model.

A major difficulty in finding a topological phase in either a transition metal oxide or an ultracold atomic system is that topological phases are hard to detect directly. If the phase breaks parity and time-reversal symmetries, either spontaneously or as a result of an external magnetic field, then there is usually an experimental handle through transport, as in the fractional quantum Hall states or chiral $p$-wave superconductors. If the state

does not break parity and time-reversal symmetry, however, there is no “smoking gun” experiment, short of creating quasiparticles, braiding them, and measuring the outcome.

Any detailed discussion of the physics of these “alternative” topological systems is beyond the scope of the current review. We refer the readers to the existing literature on these systems for details. In Sec. III (especially Sec. III.G), however, we discuss soluble models that support topological phases because many of their mathematical features elucidate the underlying structure of topological phases.

III. TOPOLOGICAL PHASES OF MATTER AND NON-ABELIAN ANYONS

Topological quantum computation is predicated on the existence in nature of topological phases of matter. In this section, we discuss the physics of topological phases from several different perspectives, using a variety of theoretical tools. The reader interested primarily in the application of topological phases to quantum computation may skim this section and still understand Sec. IV. However, a reader with a background in condensed matter physics and quantum field theory may find it enlightening to read a more detailed account of the theory of topological phases and the emergence of anyons from such phases, with explicit derivations of some of the results mentioned in Sec. II and used in Sec. IV. These readers may find topological phases interesting in and of themselves, apart from possible applications.

Topological phases, the states of matter which support anyons, occur in many-particle physical systems. Therefore we use field theory techniques to study these states. A canonical example of a field theory for a topological phase is Chern-Simons theory. We use this theory to illustrate the general points we make about topological phases. In Sec. V, we make a few comments about the problem of classifying topological phases, and how this example, Chern-Simons theory, fits in the general classification. In Sec. III.A, we give a more precise definition of a topological phase and connect this definition with the existence of anyons. We also introduce Chern-Simons theory, discussed throughout Sec. III as an example of the general structure discussed in Sec. III.A. In Sec. III.B, we discuss a topological phase that is superficially rather different but, in fact, will prove to be a special case of Chern-Simons theory. This phase can be analyzed using the formalism of BCS theory. In Sec. III.C, we further analyze Chern-Simons theory, giving an account of its topological properties, especially the braiding of anyons. We describe Witten’s work (Witten, 1989) connecting Chern-Simons theory with the knot and link invariants of Jones and Kauffman (Jones, 1985; Kauffman, 1987). We show how the latter can be used to derive the properties of anyons in these topological phases. In Sec. III.D, we describe a complementary approach by which Chern-Simons theory can be understood: through its connection to conformal field theory. We explain how this approach can be fruitful in connection with fractional quantum Hall states. In Sec. III.E, we discuss the gapless excitations which must be present at the edge of any chiral topological phase. Their physics is intimately connected with the topological properties of the bulk and, at the same time, is directly probed by transport experiments in quantum Hall devices. In Sec. III.F, we apply knowledge gained about the properties of Chern-Simons theory to the interferometry experiments that we discussed in Sec. II.C.3. Finally, in Sec. III.G we discuss a related but different class of topological phases which can arise in lattice models and may be relevant to transition metal oxides or “artiﬁcial” solids such as ultracold atoms in optical lattices.
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A. Topological phases of matter

In Sec. II of this paper, we used the term topological phase as being essentially synonymous with any system whose quasiparticle excitations are anyons. However, a precise definition is the following. A system is in a topological phase if, at low temperatures and energies and long wavelengths, all observable properties (e.g., correlation functions) are invariant under smooth deformations (diffeomorphisms) of the space-time manifold in which the system lives. Equivalently, all observable properties are independent of the choice of space-time coordinates, which need not be inertial or rectilinear. (This is the “passive” sense of a diffeomorphism, while the first statement uses the active sense of a transformation.) By “at low temperatures and energies and long wavelengths,” we mean that diffeomorphism invariance is violated only by terms that vanish as \(-\exp(-\Delta T_\xi)/\xi\) for some nonzero energy gap \(\Delta\) and finite correlation length \(\xi\). Thus topological phases have, in general, an energy gap separating the ground state(s) from the lowest excited states. Note that an excitation gap, while necessary, is not sufficient to ensure that a system is in a topological phase.

The invariance of all correlation functions under diffeomorphisms means that the only local operator that has nonvanishing correlation functions is the identity. For instance, under an arbitrary change of space-time coordinates \(x \rightarrow x' = f(x)\), the correlations of a scalar operator \(\phi(x)\) must satisfy \(\langle 0 | \phi(x_1) \phi(x_2) \cdots \phi(x_n) | 0 \rangle = \langle 0 | \phi(x'_1) \phi(x'_2) \cdots \phi(x'_n) | 0 \rangle\), which implies that \(\langle 0 | \phi(x_1) \phi(x_2) \cdots \phi(x_n) | 0 \rangle = 0\) unless \(\phi(x) = c\) for some constant \(c\). Here \(|0\rangle\) and \(|\bar{0}\rangle\) are ground states of the system (which may or may not be different). This property is important because any local perturbation, such as the environment, couples to a local operator. Hence these local perturbations are proportional to the identity. Consequently, they cannot have nontrivial matrix elements between different ground states. The only way in which they can affect the system is by exciting the system to high energies, at which diffeomorphism invariance is violated. At low temperatures, the probability for this is exponentially suppressed.

The preceding definition of a topological phase may be stated more compactly by simply saying that a system is in a topological phase if its low energy effective field theory is a topological quantum field theory (TQFT), i.e., a field theory whose correlation functions are invariant under diffeomorphisms. Remarkably, topological invariance does not imply trivial low-energy physics.

1. Chern-Simons theory

Consider the simplest example of a TQFT, Abelian Chern-Simons theory, which is relevant to the Laughlin states at filling fractions \(\nu = 1/k\), with \(k\) an odd integer. Although there are many ways to understand the Laughlin states, it is useful for us to take the viewpoint of a low-energy effective theory. Since quantum Hall systems are gapped, we can describe the system by a field theory with few degrees of freedom. To this end, we consider the action

\[
S_{\text{CS}} = \frac{k}{4\pi} \int d^2x \, dt \epsilon^{\mu
u\rho} a_\mu \partial_\nu a_\rho,
\]

where \(k\) is an integer and \(\epsilon\) is the antisymmetric tensor. Here \(a\) is a U(1) gauge field and the indices \(\mu, \nu, \) and \(\rho\) take the values 0 (for the time direction), 1 and 2 (space directions). This action represents the low-energy degrees of freedom of the system, which are purely topological.

The Chern-Simons gauge field \(a\) in Eq. (19) is an emergent degree of freedom which encodes the low-energy physics of a quantum Hall system. Although, in this particular case, it is related to the electronic charge density, we will also consider systems in which emergent Chern-Simons gauge fields cannot be related in a simple way to the underlying electronic degrees of freedom.

In the presence of an external electromagnetic field and quasiparticles, the action takes the form

\[
S = S_{\text{CS}} - \int d^2x \, dt \left( \frac{1}{2\pi} \epsilon^{\mu
u\rho} A_\mu \partial_\nu j^\mu + \frac{j^{\mu}}{\mu} a_\mu \right),
\]

where \(j^{\mu}\) is the quasiparticle current, \(j^{\mu} = \rho^{\mu}\) is the quasiparticle density, \(j^{\mu} = (j^0, j^1, j^2)\) is the quasiparticle spatial current, and \(A_\mu\) is the external electromagnetic field. We assume that quasiparticles are not dynamical, but instead move along some fixed classically prescribed trajectories which determine \(j^{\mu}\). The electrical current is

\[
j_\mu = \partial A_\mu = (1/2\pi) \epsilon^{\mu
u\rho} \partial_\nu a_\rho.
\]

Since the action is quadratic, it is completely solvable, and one can integrate out the field \(a_\mu\) to obtain the response of the current to the external electromagnetic field. The result of such a calculation is the quantized Hall conductivity \(\sigma_{xx} = 0\) and \(\sigma_{xy} = (1/k) e^2/h\).

The equation of motion obtained by varying \(a_0\) is the Chern-Simons constraint:

\[
(k/2\pi) \nabla \times \mathbf{a} = j^{\mu} + (1/2\pi) B.
\]

According to this equation, each quasiparticle has Chern-Simons flux \(2\pi/k\) attached to it (the magnetic field is assumed fixed). Consequently, it has electrical charge \(1/k\) according to Eq. (21). As a result of the Chern-Simons flux, another quasiparticle moving in this Chern-Simons field picks up an Aharonov-Bohm phase. The action associated with taking one quasiparticle around another is, according to Eq. (20), of the form

\[
\frac{1}{k} \int C dt \, d\mathbf{r} \cdot \mathbf{a} = k Q \int_C d\mathbf{r} \cdot \mathbf{a},
\]

where \(Q\) is the charge of the quasiparticle and the final integral is the Chern-Simons flux enclosed in the path. [The factor of \(1/2\) on the left-hand side is due to the action of the Chern-Simons term itself which, according to the constraint Eq. (22), is \(-1/2\) times the Aharonov-Bohm phase. This is canceled by a factor of 2 coming
from the fact that each particle sees the other's flux.] Thus the contribution to a path integral $e^{iS_{\text{CS}}}$ gives an Aharonov-Bohm phase associated with moving a charge around the Chern-Simons flux attached to the other charges. The phases generated in this way give the quasi-particles of this Chern-Simons theory $\theta = \pi/k$ Abelian braiding statistics.

Therefore an Abelian Chern-Simons term implements Abelian anyonic statistics. In fact, it does nothing else. An Abelian gauge field in 2+1 dimensions has only one transverse component; the other two components can be eliminated by fixing the gauge. This degree of freedom is fixed by the Chern-Simons constraint (22). Therefore a Chern-Simons gauge field has no local degrees of freedom and no dynamics.

We now turn to non-Abelian Chern-Simons theory. This TQFT describes non-Abelian anyons. It is analogous to the Abelian Chern-Simons described above, but different methods are needed for its solution, as described in this section. The action can be written on an arbitrary manifold $M$ in the form

$$S_{\text{CS}}[a] = \frac{k}{4\pi} \int_M \text{tr} \left( a \wedge da + \frac{2}{3} a \wedge a \wedge a \right)$$

$$= \frac{k}{4\pi} \int_M e^{\mu\nu\rho} \left( a^a_{\mu} \partial_\nu a^a_\rho + \frac{2}{3} f^{a}_{b\gamma} a^b_{\mu} \partial_\nu a^\gamma_\rho \right).$$

In this expression, the gauge field takes values in the Lie algebra of the group $G$, $f_{abc}$ are the structure constants of the Lie algebra which are $\epsilon_{abc}$ for the case of SU(2). For the case of SU(2), we thus have a gauge field $a^a_\mu$, where the underlined indices run from 1 to 3. A matter field transforming in the spin-$j$ representation of the SU(2) gauge group will couple to the combination $a^a_\mu x^j$, where $x_j$ are the three generator matrices of su(2) in the spin-$j$ representation. For gauge group $G$ and coupling constant $k$ (called the “level”), we denote such a theory by $G_k$. In this paper, we are primarily concerned with SU(2)$_k$ Chern-Simons theory.

To see that Chern-Simons theory is a TQFT, note that the Chern-Simons action (24) is invariant under all diffeomorphisms of $M$ to itself, $f: M \rightarrow M$. The differential form notation in Eq. (24) makes this manifest, but it can be checked in coordinate form for $x^\mu \rightarrow f^\mu(x)$. Diffeomorphism invariance stems from the absence of the metric tensor in the Chern-Simons action. Written out in component form, as in Eq. (24), indices are, instead, contracted with $\epsilon^{\mu\nu\rho}$.

Before analyzing the physics of this action (24), we make two observations. First, as a result of the presence of $e^{\mu\nu\rho}$, the action changes sign under parity or time-reversal transformations. In this paper, we concentrate on topological phases that are chiral, i.e., that break parity and time-reversal symmetries. These are phases that can appear in the fractional quantum Hall effect, where the large magnetic field breaks $P$ and $T$ symmetries. However, we also discuss nonchiral topological phases in Sec. III.G, especially in connection which topological phases emerging from lattice models.

Second, the Chern-Simons action is not quite fully invariant under gauge transformations $a_\mu \rightarrow g a_\mu g^{-1} + g \partial_\mu g^{-1}$, where $g: M \rightarrow G$ is any function on the manifold taking values in the group $G$. On a closed manifold, it is invariant only under “small” gauge transformations. Suppose that the manifold $M$ is the three-sphere $S^3$. Then, gauge transformations are maps $S^3 \rightarrow G$, which can be classified topologically according to its homotopy $\pi_3(G)$. For any simple compact group $G$, $\pi_3(G) = \mathbb{Z}$, so gauge transformations can be classified according to their “winding number.” Under a gauge transformation with winding $m$,

$$S_{\text{CS}}[a] \rightarrow S_{\text{CS}}[a] + 2\pi km$$

(Deser et al., 1982). While the action is invariant under “small” gauge transformations, which are continuously connected to the identity and have $m = 0$, it is not invariant under “large” gauge transformations ($m \neq 0$). However, it is sufficient for $\exp(iS)$ to be gauge invariant, which will be the case as long as we require that the level $k$ be an integer. The requirement that the level $k$ be an integer is an example of the highly rigid structure of TQFTs. A small perturbation of the microscopic Hamiltonian cannot continuously change the value of $k$ in the effective low-energy theory; only a perturbation that is large enough to change $k$ by an integer can do this.

The failure of gauge invariance under large gauge transformations is also reflected in the properties of Chern-Simons theory on a surface with boundary, where the Chern-Simons action is gauge invariant only up to a surface term. Consequently, there must be gapless degrees of freedom at the edge of the system whose dynamics is dictated by the requirement of gauge invariance of the combined bulk and edge (Wen, 1992), as discussed in Sec. III.E.

To unravel the physics of Chern-Simons theory, it is useful to specialize to the case in which the space-time manifold $M$ can be decomposed into a product of a spatial surface and time, $M = \Sigma \times \mathbb{R}$. On such a manifold, Chern-Simons theory is a theory of the ground states of a topologically ordered system on $\Sigma$. There are no excited states in Chern-Simons theory because the Hamiltonian vanishes. This is seen in $a_0 = 0$ gauge, where the momentum canonically conjugate to $a_1$ is $-(k/4\pi)a_2$. 

---

3The Chern-Simons effective action for a hierarchical state is equivalent to the action for the composite fermion state at the same filling fraction (Blok and Wen, 1990; Read, 1990; Wen and Zee, 1992). It is a simple generalization of Eq. (19) which contains several internal gauge fields $a_\mu^n$ (with $n = 1, 2, \ldots$), corresponding to in essence the action for the different species of particles (either the different levels of the hierarchy or the different composite fermion Landau levels).
and the momentum canonically conjugate to \( a_2 \) is
\[
(k/4\pi)a_1
\]
so that
\[
\mathcal{H} = (k/4\pi)\text{tr}(a_2 \partial_0 a_1 - a_1 \partial_0 a_2) - \mathcal{L} = 0.
\]  
(26)

Note that this is a special feature of an action with a Chern-Simons term alone. If the action had both a Chern-Simons and a Yang-Mills term, then the Hamiltonian would not vanish, and the theory would have both ground and excited states with a finite gap. Since the Yang-Mills term is subleading compared to the Chern-Simons term alone, we can forget about it energies smaller than the gap and consider the Chern-Simons term alone.

Therefore when Chern-Simons theory is viewed as an effective field theory, it can only be valid at energies much smaller than the energy gap. As a result, it is presently unclear whether Chern-Simons theory has any topologically trivial. Moreover, we specialize to the case \( G = \text{SU}(2) \). Then the constraint reads
\[
e^{ij}_{\mu} \partial_\mu a^i_2 \partial_\mu a^j_2 = 0,
\]  
(27)

where \( i, j = 1, 2 \). The left-hand side of this equation is the field strength of the gauge field \( a^i_2 \), where \( g = 1, 2, 3 \) is an \( \text{su}(2) \) index. Since the field strength must vanish, we can always perform a gauge transformation so that \( a^i_2 = 0 \) locally. Therefore this theory has no local degrees of freedom. However, for some field configurations satisfying the constraint, there may be a global topological obstruction which prevents us from making the gauge field zero everywhere. Clearly, this can happen only if \( \Sigma \) is topologically nontrivial.

The simplest nontrivial manifold is the annulus, which is topologically equivalent to a sphere with two punctures. Following Elitzur et al. (1989) [see also Wen and Zee (1998) for a similar construction on the torus], we take coordinates \((r, \phi)\) on the annulus, with \( r_1 < r < r_2 \), and let \( t \) be time. Then we can write \( a_\mu = g \partial_\mu g^{-1} \), where
\[
g(r, \phi, t) = e^{i\omega(r, \phi, t)} e^{i\lambda(t)k/4\pi}.
\]  
(28)

where \( \omega(r, \phi, t) \) and \( \lambda(t) \) take values in the Lie algebra \( \text{su}(2) \) and \( \lambda(t) \) is a single-valued function of \( \phi \). The functions \( \omega \) and \( \lambda \) are the dynamical variables of Chern-Simons theory on the annulus. Substituting Eq. (28) into the Chern-Simons action, we see that it now takes the form
\[
S = \frac{1}{2\pi} \int dt \text{tr}(\lambda \partial_0 \lambda),
\]  
(29)

where \( \Omega(r, t) = \int_0^t d\tau [\omega(r_1, \phi, t) - \omega(r_2, \phi, t)] \). Therefore \( \Omega \) is canonically conjugate to \( \lambda \). By a gauge transformation, we can always rotate \( \lambda \) and \( \Omega \) so that they are along the 3 direction in \( \text{su}(2) \), i.e., \( \lambda = \lambda_3 T^3 \), \( \Omega = \Omega_3 T^3 \). Since it is defined through the exponential in Eq. (28), \( \Omega_3 \) takes values in \([0, 2\pi]\). Therefore its canonical conjugate \( \lambda_3 \) is quantized to be an integer. From the definition of \( \lambda \) in Eq. (28), we see that \( \lambda_3 = \lambda_3 + 2k \). However, by a gauge transformation given by a rotation around the 1 axis, we can transform \( \lambda \to -\lambda \). Hence the independent allowed values of \( \lambda \) are \( 0, 1, \ldots, k \).

On the two-punctured sphere, if one puncture is of type \( a \), the other puncture must be of type \( \bar{a} \). (If the topological charge at one puncture is measured along a loop around the puncture—e.g., by a Wilson loop, see Sec. III.C—then the loop can be deformed so that it goes around the other puncture, but in the opposite direction. Therefore the two punctures necessarily have conjugate topological charges.) For \( \text{SU}(2) \), \( a = \bar{a} \), so both punctures have the same topological charge. Therefore the restriction to only \( k + 1 \) possible allowed boundary conditions \( \lambda \) for the two-punctured sphere implies that there are \( k + 1 \) different quasiparticle types in \( \text{SU}(2)_k \) Chern-Simons theory. As described in later sections, these allowed quasiparticle types can be identified with the \( j = 0, 1/2, \ldots, k/2 \) representations of the \( \text{SU}(2)_k \) Kac-Moody algebra.

2. TQFTs and quasiparticle properties

We continue with our analysis of Chern-Simons theory in Secs. III.C and III.D. Here we make some general observations about TQFTs and the topological properties of quasiparticles. We turn to the \( n \)-punctured sphere, \( \Sigma = S^2 \setminus P_1 \cup P_2 \cup \cdots \cup P_n \), i.e., the sphere \( S^2 \) with the points \( P_1, P_2, \ldots, P_n \) deleted, which is equivalent to \( n - 1 \) quasiparticles in the plane (the \( n \)th puncture becomes the point at \( \infty \)). This allows us to study the topological properties of quasiparticle excitations purely from ground state properties. To see how braiding emerges in this approach, it is useful to note that diffeomorphisms should have a unitary representation on the ground state Hilbert space (i.e., they should commute with the Hamiltonian). Diffeomorphisms that can be smoothly deformed to the identity should have a trivial action on the Hilbert space of the theory since there are no local degrees of freedom. However, “large” diffeomorphisms could have a nontrivial unitary representation on the theory’s Hilbert space. If we take the quotient of the diffeomorphism group by the set of diffeomorphisms which can be smoothly deformed to the identity, then we obtain the mapping class group. On the \( n \)-punctured sphere, the braid group \( B_n \) is a subgroup
of the mapping class group. Therefore if we study Chern-Simons theory on the $n$-punctured sphere as we did for the two-punctured sphere above, and determine how the mapping class group acts, we can learn all information about quasiparticle braiding. We do this by two different methods in Secs. III.C and III.D.

One extra transformation in the mapping class group, compared to the braid group, is a $2\pi$ rotation of a puncture or particle relative to the rest of the system (a Dehn twist). If we consider particles with a finite extent, rather than point particles, then we must consider the possibility of such rotations. For instance, if the particles are small dipoles, then we can represent their world lines as ribbons. A Dehn twist then corresponds to a twist of the ribbon. Thickening a world line into a ribbon is called a framing. A given world line has multiple choices of framing, corresponding to how many times the ribbon twists. A framing is essential in Chern-Simons theory because flux is attached to charge through the constraint (22) and (27). By putting the flux and charge at opposite edges of the ribbon, which is a short-distance regularization of the theory, we associate a well-defined phase to a particle trajectory. Otherwise, we would not know how many times the charge went around the flux.

Any transformation acting on a single particle can only result in a phase; the corresponding phase is called the twist parameter $\Theta_i^a$. Often, one writes $\Theta_i^a = e^{2\pi i h_i/a}$, where $h_i$ is called the spin of the particle. (One must, however, be careful to distinguish this from the actual spin of the particle, which determines its transformation properties under the three-dimensional rotation group and must be half integral.) However, $h_i$ is well defined even if the system is not rotationally invariant, so it is usually called the topological spin of the particle. For Abelian anyons, it is just the statistics parameter, $\theta = 2\pi h_i/a$.

The ground state properties on arbitrary surfaces, including the $n$-punctured sphere and the torus, can be built up from more primitive vector spaces in the following way. An arbitrary closed surface can be divided into a collection of three-punctured spheres which are glued together at their boundaries. This is called a “pants decomposition” because of the topological equivalence of a three-punctured sphere to a pair of pants. Therefore the three-punctured sphere plays a fundamental role in the description of a topological phase. Its Hilbert space is denoted by $V_{ab}$, if $a$, $b$, and $c$ are the particle types at the three punctures. If the $a$ and $b$ punctures are fused, a two-punctured sphere will result. From the above analysis, it has a one-dimensional vector space if both punctures have topological charge $c$ and a zero-dimensional vector space otherwise. The dimension of the Hilbert space of the three-punctured sphere is given by the fusion multiplicity $N_{ab}^c = \dim(V_{ab})$ which appears in the fusion rule $\phi_a \times \phi_b = \sum_i N_{ab}^c \phi_c$. The Hilbert space on a surface obtained by gluing together three-punctured spheres is obtained by tensoring together $V$’s and summing over the particle types at the punctures where gluing occurs. For instance, the Hilbert space on the four-punctured sphere is given by $V_{a_1a_2a_3a_4} = \oplus_{b_1} V_{a_1b_1} V_{a_2b_1} \cdots V_{a_4b_1}$. A simple graphical notation for a set of basis states of this Hilbert space is given by a fusion chain (similar to the fusion tree discussed in the Appendix):

$$\begin{array}{ccccccccccccccc}
a & a & a & a & b_1 & b_2 & b_3 & b_4 & \vdots & b_{n-4} & b_{n-3} & a
\end{array}$$

The first two $a$’s on the far left fuse to $b_1$. The next $a$ fuses with $b_1$ to give $b_2$. The next $a$ fuses with $b_2$ to give $b_3$, and so on. The different basis vectors in this Hilbert space correspond to the different possible allowed $b_i$’s. The dimension of this Hilbert space is $N_{a_1a_2a_3} = \dim(V_{a_1a_2a_3})$. On the right-hand side of this equation, we suggested that the fusion multiplicity $N_{ab}^c$ can be viewed as a matrix $(N_a)_b^c$ associated with quasiparticle species $a$. We denote the largest eigenvalue of the matrix $N_a$ by $d_a$. Then the Hilbert space of $M$ quasiparticles of type $a$ has dimension $d_a^{M-2}$ for large $M$. For this reason, $d_a$ is called the quantum dimension of an $a$ quasiparticle. It is the asymptotic degeneracy per particle of a collection of $a$ quasiparticles. For Abelian particles, $d_a = 1$ since the multiparticle Hilbert space is one dimensional (for fixed particle positions). Non-Abelian particles have $d_a \gg 1$. Note that $d_a$ is

---

4The mapping class group is nontrivial solely as a result of the punctures. In particular, any diffeomorphism that moves one or more puncture around other punctures cannot be deformed to the identity; conversely, if two diffeomorphisms move the same punctures along trajectories that can be deformed into each other, then the diffeomorphisms themselves can also be deformed into each other. These classes of diffeomorphisms correspond to the braid group which is, in fact, a normal subgroup. If we took the quotient of the mapping class group by the Dehn twists of $n-1$ of the punctures—all except the point at infinity—we would be left with the braid group $B_{n-1}$.

5If $a$ is its own antiparticle, so that two $a$’s can fuse to $1$, then $K_{aa} = \pm \Theta_i^a$, where the minus sign is acquired for some particle types $a$ which are not quite their own antiparticles but only up to some transformation that squares to $-1$. This is analogous to the fact that the fundamental representation of $SU(2)$ is not real but pseudoreal. Consequently, a spin-$1/2$ particle $\psi_a$ and antiparticle $\psi^a$ can form a singlet $\psi^a \psi_a$, but two spin-$1/2$ particles can as well, $\psi_a \psi_b (\sigma_3)^{ab}$, where $\sigma_3$ is the antisymmetric Pauli matrix. When some quantities are computed, an extra factor of $(\sigma_3)^{ab} = -1$. This $\pm$ sign is called the Frobenius-Schur indicator. (See, for instance, Bantay, 1997.)
not, in general, an integer, which is symptomatic of the nonlocality of the Hilbert space: it is not the tensor product of \( d_g \)-dimensional Hilbert spaces associated locally with each particle.

This nonlocality is responsible for the stability of this degenerate ground state Hilbert space. Not only the Yang-Mills term, but all possible gauge-invariant terms that we can add to the action \((24)\), are irrelevant. This means that adding such a term to the action might split the \( \sim d_g^{M-2} \)-dimensional space of degenerate states in a finite-size system, but the splitting must vanish as the system size and particle separations go to infinity. In fact, we can make an even stronger statement than that. All ground state matrix elements of gauge-invariant local operators such as the field strength squared \( F_{\mu \nu} F^{\mu \nu} \) vanish identically because of the Chern-Simons constraint. Therefore the degeneracy is not lifted at all in perturbation theory. It can only be lifted by nonperturbative effects (e.g., instantons or quantum tunneling), which could cause a splitting \( \sim e^{-gT} \), where \( g \) is inversely proportional to the coefficient of the Yang-Mills term. Therefore the multiquasiparticle states are degenerate to within exponential accuracy. At finite temperatures, one must also consider transitions to excited states, but the contributions of these will be \( \sim e^{-\Delta T} \). Furthermore, if we add a time-dependent (source) term to the action, these properties would remain preserved so long as the frequency of this term remains small compared with the gap.

Aside from the \( n \)-punctured spheres, the torus is the most important manifold for considering topological phases. Although not directly relevant to experiments, the torus is important for numerical simulations since periodic boundary conditions are often the simplest choice. As noted above, the ground state degeneracy on the torus is equal to the number of quasiparticle species. Suppose one can numerically solve a Hamiltonian on the torus. If it has a gap between its ground state(s) and lowest energy excited states, then its ground state degeneracy is an important topological property of the state—namely, the number of quasiparticle species. A simple physical understanding of this degeneracy can be obtained in the following way. Suppose that we have a system of electrons in a topological phase. If we consider the system on the torus, then the electrons must have periodic boundary conditions around either generator of the torus (i.e., around either handle), but the quasiparticles need not. In the Abelian \( \nu = 1/m \) fractional quantum Hall state, for instance, it is possible for a quasiparticle to pick up a phase \( e^{2\pi in/m} \) in going around the meridian of the torus, where \( n \) can take any of the values \( n = 0, 1, \ldots, m-1 \); electrons would still have periodic boundary conditions since they are made up of \( m \) quasiparticles. Indeed, all \( m \) of these possibilities occur, so the ground state is \( m \)-fold degenerate.

To make this a little more precise, we introduce operators \( T_1 \) and \( T_2 \) which create a quasiparticle-quasihole pair, take the quasiparticle around the meridian or longitude, respectively, of the torus and annihilate them again. Then \( T_1 \) and \( T_2 \) must satisfy

\[
T_2^{-1} T_1^{-1} T_2 T_1 = e^{2\pi in/m},
\]

because \( T_1^{-1} T_1 \) amounts to a contractible quasiparticle-quasihole loop, as does \( T_2^{-1} T_2 \); by alternating these processes, we cause these loops to be linked. The quasiparticle trajectories in space-time (which can be visualized as a thickened torus) are equivalent to a link between two circles (the Hopf link): the first quasiparticle-quasihole pair is pulled apart along the meridian \((T_1)\); but before they can be brought back together \((T_1^{-1})\), the second pair is pulled apart along the longitude \((T_2)\). After the first pair is brought back together and annihilated \((T_1^{-1})\), the second one is too \((T_2^{-1})\). In other words, the phase on the right-hand side of Eq. \((30)\) is the phase obtained when one quasiparticle winds around another. This algebra can be represented on a vector space of minimum dimension \( m \). We call the states in this vector space \( |n\rangle \), \( n = 0, 1, \ldots, m-1 \). Then

\[
T_1 |n\rangle = e^{2\pi in/m} |n\rangle, \\
T_2 |n\rangle = (|n+1\rangle \mod m).
\]

These \( m \) states correspond to \( n = 0, 1, \ldots, m-1 \) quanta of flux threaded through the torus. If we cut along a meridian and open the torus into an annulus, then these states would have flux \( n \) threaded through the hole in the annulus and charge \( n/m \) at the inner boundary of the annulus (and a compensating charge at the outer boundary). We can instead switch to a basis in which \( T_2 \) is diagonal by a discrete Fourier transform. If we write \( |\tilde{n}\rangle = (1/\sqrt{m}) \sum_{n=0}^{m-1} e^{2\pi in\tilde{n}/m} |n\rangle \), then \( |\tilde{n}\rangle \) is an eigenstate of \( T_2 \) with eigenvalue \( e^{2\pi i\tilde{n}/m} \). In this basis, \( T_1 \) is an off-diagonal operator that changes the boundary conditions of quasiparticles around the longitude of the torus. In non-Abelian states, a more complicated version of the same thing occurs, as discussed for the case of Ising anyons in Sec. III.B. Different boundary conditions around the meridian correspond to different possible quasiparticle types which could thread the torus (or, equivalently, could be present at the inner boundary of the annulus if the torus were cut open along a meridian). One can switch to a basis in which the boundary conditions around the longitude are fixed. The desired basis change is analogous to the discrete Fourier transform given above and is given by the \( S \) matrix or modular \( S \) matrix of the theory. Switching the longitude and meridian is one generator of the mapping class group of the torus; the \( S \) matrix expresses how it acts on the ground state Hilbert space. The elements of the \( S \) matrix are closely related to quasiparticle braiding. By following a similar construction to the one with \( T_1 \) and \( T_2 \) above, one can see that \( S_{ab} \) is equal to the amplitude for creating \( aa \) and \( b\bar{b} \) pairs, braiding \( a \) and \( b \), and annihilating again in pairs. This is why, in an Abelian state, the elements of the \( S \) matrix are all phases (up to an overall normalization which ensures unitarity), e.g., \( S_{nn'} \).
there are three ground states. One basis is \( |\psi_m\rangle \), \( |\sigma_m\rangle \), \( |\phi_m\rangle \), corresponding to the different allowed topological charges which would be measured at the inner boundary of the resulting annulus if the torus were cut open along its meridian. An equally good basis is given by eigenstates of topological charge around the longitude: \( |1\rangle \), \( |\sigma\rangle \), \( |\phi\rangle \). As we see at the end of the next section, the basis change between them is given by

\[
S = \begin{pmatrix}
1 & 1 & 1 \\
\frac{1}{\sqrt{2}} & 0 & -\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} & 1 & \frac{1}{\sqrt{2}}
\end{pmatrix}.
\]  

(32)

The \( S \) matrix not only contains information about braiding, but also about fusion, according to Verlinde’s formula (Verlinde, 1988) (for proof, see Moore and Seiberg, 1988, 1989):

\[
N_{ab}^c = \sum_x S_{ax} S_{bx} S_{cx} S_{1x}.
\]

(33)

Consequently, the quantum dimension of a particle of species \( a \) is

\[
d_a = S_{1a}/S_{11}.
\]

(34)

The mathematical structure encapsulating these braiding and fusion rules is a modular tensor category (Walker, 1991; Turaev, 1994; Kassel, 1995; Bakalov and Kirillov, 2001; Kitaev, 2006). A category is composed of objects and morphisms, which are maps between the objects that preserve their defining structure. The idea is that one can learn more about the objects by understanding the morphisms between them. In our case, the objects are particles with labels (which specify their species) as well as fixed configurations of several particles. The morphisms are particle trajectories, which map a set of labeled particles at some initial time to a set of labeled particles at some final time. A tensor category has a tensor product structure for multiplying objects; here this is simply the fact that one can take two well-separated (and historically well-separated) collections of particles and consider their union to be a new “tensor-product” collection. Since we consider particles in two dimensions, the trajectories are essentially the elements of the braid group, but they include the additional possibility of twisting. (Allowing twists in the strands of a braid yields a braided ribbon category.) We further allow the trajectories to include the fusion of two particles (so that we now have a fusion category). Morphisms can therefore be defined by specifying \( \Theta_a, V_{ab}, R, \) and \( F \).

Why is it necessary to invoke category theory simply to specify the topological properties of non-Abelian anyons? Could the braid group not be the highest level of abstraction that we need? The answer is that, for a fixed number of particles \( n \), the braid group \( B_n \) completely specifies their topological properties (perhaps with the addition of twists \( \Theta_a \) to account for the finite size of the particles). However, we need representations of \( B_n \) for all values of \( n \) that are compatible with each other and with fusion (of which pair creation and annihilation is the special case of fusion to the vacuum). So we really need a more complex—and much more tightly constrained—structure. This is provided by the concept of a modular tensor category. The \( F \) and \( R \) matrices play important roles. The \( F \) matrix can essentially be viewed as an associativity relation for fusion: we could first fuse \( i \) with \( j \), and then fuse the result with \( k \); or we could fuse \( i \) with the result of fusing \( j \) with \( k \). The consistency of this property leads to a constraint on the \( F \) matrices called the pentagon equation. (An explicit example of the pentagon equation is worked out in Sec. IV.B.) Consistency between \( F \) and \( R \) leads to a constraint called the hexagon equation. Modularity is the condition that the \( S \) matrix be invertible. These self-consistency conditions are sufficiently strong that a solution to them completely defines a topological phase.\(^6\)

An equivalent alternative to studying punctured surfaces is to add nondynamical charges that are coupled to the Chern-Simons gauge field. Then the right-hand side of the constraint (27) is modified and a nontrivial gauge field configuration is again obtained which is equivalent to that obtained around a puncture. In the following sections, we discuss the Hilbert spaces of \( SU(2)_k \) Chern-Simons theory, either on the \( n \)-punctured sphere or in the presence of nondynamical sources. These discussions enable us to compute the braiding and fusion matrices. The nontrivial quasiparticle of \( SU(2)_1 \) is actually Abelian so we do not discuss this “trivial” case. The next case, \( SU(2)_2 \), is non-Abelian and may be relevant to the \( \nu=5/2 \) fractional quantum Hall state. It can be understood in several different ways, which express its underlying free Majorana fermion structure. Quantum computation with Majorana fermions is described in Sec. IV.A. In the next section, we explain this structure from the perspective of a superconductor with \( p+ip \) pairing symmetry. Although this description is elegant, it cannot be generalized to higher \( k \). Therefore in the two sections after that, we describe two different approaches to solving \( SU(2)_k \) Chern-Simons theory for general \( k \). We recapitulate the case of \( SU(2)_2 \) in these other languages and also describe the case of \( SU(2)_3 \). The latter has quasiparticles in its spectrum which are Fibonacci anyons, a par-

\(^6\) Modulo details regarding the central charge \( c \) at the edge. \( e^{2\pi i/3}\) can be obtained from the topological spins, but not \( c \) itself.
particularly beautiful non-Abelian anyonic structure which allows for universal topological quantum computation. It may also underlie the observed $\nu=12/5$ fractional quantum Hall state. More details of the Fibonacci theory are given in Sec. IV.B.

B. Superconductors with $p+ip$ pairing symmetry

In this section, we discuss the topological properties of a superconductor with $p+ip$ pairing symmetry following Read and Green (2000). This method is the most elementary way in which a non-Abelian topological state can emerge as the ground state of a many-body system. This non-Abelian topological state has several possible realizations in various two-dimensional systems: $p+ip$ superconductors, such as Sr$_2$RuO$_4$ [although the non-Abelian quasiparticles are half quantum vortices in this case (Das Sarma, Nayak, et al., 2006)]; $p+ip$ superfluids of cold atoms in optical traps (Gurarie et al., 2005; Tewari, Das Sharma, Nayak, et al., 2007); the $A$ phase [especially the $A_1$ phase (Leggett, 1975; Volovik, 1994)] of $^3$He films; and the Moore-Read Pfaffian quantum Hall state (Moore and Read, 1991). The last of these is a quantum Hall incarnation of this state: electrons at filling fraction $\nu=1/2$ are equivalent to fermions in zero field interacting with an Abelian Chern-Simons gauge field. When the fermions pair and condense in a $p+ip$ superconducting state, the Pfaffian quantum Hall state forms (Greiter et al., 1992). Such a state can occur at $\frac{5}{2}$ if the lowest Landau level (of both spins) is filled and inert, and the first excited Landau level is half filled.

Ordinarily, one makes a distinction between the fermionic quasiparticles (or Bogoliubov–de Gennes quasiparticles) of a superconductor and vortices in a superconductor. This is because, in terms of electron variables, the former are relatively simple while the latter are rather complicated. Furthermore, the energy and length scales associated with the two are different in the weak-coupling limit. However, fermionic quasiparticles and vortices are different types of quasiparticle excitations in a superconductor—i.e., different types of localized disturbances above the ground state. Therefore we refer to them both as simply quasiparticles and use the terms Bogoliubov–de Gennes or fermionic when referring to the former. In a $p+ip$ superconductor, the quasiparticles which exhibit non-Abelian statistics are flux $hc/2e$ vortices.

1. Vortices and fermion zero modes

Suppose that we have a system of fully spin-polarized electrons in a superconducting state of $p_x+ip_y$ pairing symmetry. The mean field Hamiltonian for such a superconductor is

$$ H = \int d\mathbf{r} \psi^\dagger(\mathbf{r})h_0\psi(\mathbf{r}) + \frac{1}{2} \int d\mathbf{r} d\mathbf{r'} [D^+(\mathbf{r},\mathbf{r'})\psi(\mathbf{r'})\psi(\mathbf{r}) + D(\mathbf{r},\mathbf{r'})\psi^\dagger(\mathbf{r'})\psi(\mathbf{r})] $$

with the single-particle term $h_0=-(1/2m)\nabla^2 - \mu$ and complex $p$-wave pairing function

$$ D(\mathbf{r},\mathbf{r'}) = \Delta((\mathbf{r}+\mathbf{r'})/2)(i\delta_{\mathbf{r},\mathbf{r'}} - \delta_{\mathbf{r},\mathbf{r}'})\delta(\mathbf{r}-\mathbf{r'}). $$

The dynamics of $\Delta$ is governed by a Landau-Ginzburg-type Hamiltonian and will be discussed later. The quadratic Hamiltonian (36) may be diagonalized by solving the corresponding Bogoliubov–de Gennes equations (BdG) equations,

$$ E\left(\begin{array}{c} u(\mathbf{r}) \\ v(\mathbf{r}) \end{array}\right) = \left(\begin{array}{cc} h_0 & \frac{i}{2}\{\Delta(\mathbf{r}),\partial_{\mathbf{r}} + i\partial_{\mathbf{r}}\} \\ \frac{i}{2}\{\Delta^+(\mathbf{r}),\partial_{\mathbf{r}} - i\partial_{\mathbf{r}}\} & -h_0 \end{array}\right) \times \left(\begin{array}{c} u(\mathbf{r}) \\ v(\mathbf{r}) \end{array}\right). $$

The Hamiltonian then takes the form

$$ H = E_0 + \sum \epsilon_k \Gamma_+^k \Gamma_-, $$

where $\Gamma_+^k = \int d\mathbf{r}[u_k(\mathbf{r})\psi(\mathbf{r}) + v_k(\mathbf{r})\psi^\dagger(\mathbf{r})]$ is the creation operator formed by the positive-energy solutions of the Bogoliubov–de Gennes equations and $E_0$ is the ground state energy. For the ground state of the Hamiltonian (36) to be degenerate in the presence of several vortices (which are the most interesting quasiparticles in this theory) it is essential that the BdG equations have solutions with eigenvalue zero in this situation.

Before searching for zero eigenvalues of Eq. (38) in the presence of vortices, however, we focus on a uniform superconductor, where $\Delta$ is a constant. Read and Green (2000) retained only the potential part of $h_0$, which for a uniform superconductor is a constant $-\mu$. With this simplification, a BdG eigenstate with momentum $k$ has energy

$$ E_k = \sqrt{\mu^2 + \Delta^2|k|^2}. $$

The ground state of Eq. (36) is the celebrated BCS wave function, written here in an unnormalized form,

$$ |\text{gs}\rangle = \prod_k \left(1 + \frac{u_k v_k^*}{u_k^2 v_k^2 - 1}\right)|\text{vac}\rangle = \exp\left(\sum_k \frac{u_k^* v_k^*}{u_k^2 v_k^2 - 1}\right)|\text{vac}\rangle, $$

where

$$ \left|\frac{u_k}{|v_k|}\right|^2 = \frac{1}{2} \left(1 + \frac{\mu}{\sqrt{\mu^2 + \Delta^2|k|^2}}\right) $$

are the BCS coherence factors. The wave function (40) describes a coherent state of an undetermined number of Cooper pairs, each in an internal state of angular momentum $\ell=-1$. Its projection onto a fixed even number of particles $N$ is carried out by expanding the exponent.
in Eq. (40) to the \((N/2)\)th order. When written in first-quantized language, this wave function describes a properly antisymmetrized wave function of \(N/2\) Cooper pairs, each in an internal state

\[
\psi(r) = \sum_k \frac{u_k}{\epsilon_k} e^{i\epsilon_k r}.
\]

Eq. (42)

In first-quantized form the multiparticle BCS wave function is then of the Pfaffian form of an antisymmetric matrix whose \(i-j\) element is \(g(r_i - r_j)\), an antisymmetrized product of pair wave functions

\[
\Psi_{BCS} = \text{Pf}[g(r_i - r_j)] = \mathcal{A}[g(r_i - r_2)g(r_3 - r_4) \cdots g(r_{N-1} - r_N)]
\]

with \(\mathcal{A}\) an antisymmetrization operator.

The function \(g(r)\) depends on the sign of \(\mu\), since the small-\(k\) behavior of \(v_k/\epsilon_k\) depends on that sign. When \(\mu > 0\), we have \(g(r) = 1/(x+iy)\) in the long-distance limit (Read and Green, 2000). If we assume that this form holds for all distances, the Pfaffian wave function obtained is identical to the Moore-Read form discussed below in connection with the Ising model and the \(v = 5/2\) quantum Hall state in Sec. III.D [see Eqs. (12) and (92)]. The slow decay of \(g(r)\) implies a weak Cooper pairing. (But it does not imply that the state is gapless. One can verify that electron Green’s functions all decay exponentially for any nonzero \(\mu\).) When \(\mu < 0\) the function \(g(r)\) decays much more rapidly with \(r\), generically in an exponential way, such that the Cooper pairs are strongly bound. Furthermore, there is a topological distinction between the \(\mu > 0\) and \(\mu < 0\) phases. The distinction, discussed by Read and Green (2000), implies that, despite the fact that both states are superconducting, the \(\mu > 0\) and \(\mu < 0\) states must be separated by a phase transition. [In the analogous quantum Hall state, both states are characterized by the same Hall conductivity but are separated by a phase transition, and are distinguished by their thermal Hall conductivities (Read and Green, 2000).] Indeed, from Eq. (39) we see that the gap vanishes for a uniform \(p+ip\) superconductor with \(\mu = 0\). The low-energy BdG eigenstates at this second-order phase transition point form a Dirac cone.

For every solution \((u,v)\) of the BdG equations with energy \(E\), there is a solution \((v^*,u^*)\) of energy \(-E\). A solution with \(u = v^*\) therefore has energy zero. We soon consider situations in which there are multiple zero-energy solutions \((u_i^*,v_i^*)\), \(i = 1, 2, \ldots\). If we denote the corresponding operators by \(\gamma_i\) [see Eq. (47) below], then they satisfy

\[
\gamma_i^\dagger = \gamma_i.
\]

Eq. (44)

Equation (44) is the definition of a Majorana fermion operator.

We now consider the BdG equations in the presence of vortex states when the bulk of the superconductor is in the \(\mu > 0\) phase. Asusual, a vortex is characterized by a point of vanishing \(\Delta\), and a \(2\pi\) winding of the phase of \(\Delta\) around that point. In principle we should, then, solve the BdG equations in the presence of such a nonuniform \(\Delta\). However, we can, instead, solve them in the presence of a nonuniform \(\mu\), which is much simpler. All we need is to make the core of the superconductor topologically distinct from the bulk, i.e., a puncture in the superconductivity. Making \(\mu < 0\) in the core is just as good as taking \(\Delta\) to zero, as far as topological properties are concerned. Therefore we associate the core of the vortex with a region of \(\mu < 0\), whereas the bulk is at \(\mu > 0\). Thus there is a \(\mu = 0\) line encircling the vortex core. This line is an internal edge of the system. We consider the dynamics of edge excitations in Sec. III.E, but here we simply show that a zero-energy mode is among them.

The simplest situation to consider is that of azimuthal symmetry, with the polar coordinates denoted by \(r\) and \(\theta\). Imagine the vortex core to be at the origin, so that \(\Delta(r,\theta) = |\Delta(r)| e^{i\theta+i\Omega}\). Here \(\Omega\) is the phase of the order parameter along the \(\theta = 0\) line, a phase which will play an important role later in our discussion. Assume that the \(\mu = 0\) line is the circle \(r = r_0\), and write

\[
\mu(r) = \Delta h(r),
\]

Eq. (45)

with \(h(r)\) large and positive for large \(r\), and \(h(r) < 0\) for \(r < r_0\); therefore the electron density will vanish for \(r \leq r_0\). Such a potential defines an edge at \(r = r_0\). There are low-energy eigenstates of the BdG Hamiltonian that are spatially localized near \(r = 0\) and are exponentially decaying for \(r \rightarrow \infty\):

\[
\phi(r) = e^{i\phi} e^{\frac{E_g - \pi h^2}{2\hbar^2} r} e^{-i\theta_1(r)}. \]

Eq. (46)

The spinor on the right-hand side points in a direction in pseudospin space that is tangent to the \(r = r_0\) circle at \(\theta\). This wave function describes a chiral wave propagating around the edge, with angular momentum \(\ell\) and energy \(E = \Delta \ell / r_0\). Since the flux is an odd multiple of \(hc/2e\), the Bogoliubov quasiparticle (46) must be antiperiodic as it goes around the vortex. However, the spinor on the right-hand side of Eq. (46) is also antiperiodic. Therefore the angular momentum \(\ell\) must be an integer, \(\ell \in \mathbb{Z}\). Consequently, a flux \(hc/2e\) vortex has an \(\ell = 0\) solution, with energy \(E = 0\). (Conversely, if the flux through the vortex were an even multiple of \(hc/2e\), \(\ell\) would be a half integer, \(\ell \in \mathbb{Z} + \frac{1}{2}\), and there would be no zero mode.)

The operator corresponding to this zero mode, which we call \(\gamma\), can be written in the form

\[
\gamma = \frac{1}{\sqrt{2}} \int dr [F(r) e^{-i(\theta/2)\Omega} \psi*r + F*(r) e^{i(\theta/2)\Omega} \psi(r)].
\]

Eq. (47)

Here \(\psi(r) = \exp\left[\int_0^r h(r') dr'\right] e^{-i\theta_1\Omega}\). Since each \(\gamma\) is an equal superposition of electron and hole, it is overall a chargeless, neutral fermion operator.

When there are several well separated vortices at positions \(\mathbf{R}_i\), the gap function near the \(i\)th vortex takes the form \(\Delta(r) = |\Delta(r)| \exp[i\hat{\theta} \cdot (r - \mathbf{R}_i)]\), with \(\hat{\theta} = \arg(r - \mathbf{R}_i)\) and \(\Omega_i = \sum_{j \neq i} \arg(\mathbf{R}_j - \mathbf{R}_i)\). There is then one zero-energy solution per vortex. Each zero-energy solution \(\gamma_i\) is localized near the core of its vortex at \(\mathbf{R}_i\), but the phase \(\Omega_i\)
that replaces $\Omega$ in Eq. (47) depends on the position of all vortices. Moreover, the dependence of the Majorana operators $\gamma_i$ on the positions $\mathbf{R}_i$ is not single valued.

While for any $E \neq 0$ the operators $\Gamma_{j}^{\pm}$ and $\Gamma_{E}$ are conventional fermionic creation and annihilation operators, the $\gamma$'s are not. In particular, for $E \neq 0$ we have $(\Gamma_{j}^{\pm})^2 = \gamma^2 = 0$, but the zero-energy operators follow (with a convenient choice of normalization) $\gamma^2 = 1$. The two types of fermion operator share the property of mutual anticommutation, i.e., the $\gamma$'s satisfy $[\gamma_i, \gamma_j] = 2\delta_{ij}$.

2. Topological properties of $p+ip$ superconductors

The existence of the $\gamma$'s implies a degeneracy of the ground state. Counting the number of degenerate ground states should be done with care. A pair of conventional fermionic creation and annihilation operators span a two-dimensional Hilbert space, since their square vanishes. This is not true for a Majorana operator. Thus, to count the degeneracy of the ground state when $2N_0$ vortices are present, we construct “conventional” complex (Dirac) fermionic creation and annihilation operators,

$$\psi_j = (\gamma_i + i \gamma_{N_0+i})/2,$$

$$\psi_j^\dagger = (\gamma_i - i \gamma_{N_0+i})/2.$$

These operators satisfy $\psi_j^\dagger = (\psi_i^\dagger)^2 = 0$ and thus span a two-dimensional subspace of degenerate ground states associated with these operators. Overall, the system has $2^{N_0}$ degenerate ground states. If the fermion number is fixed to be even or odd, then the degeneracy is $2^{N_0-1}$. Therefore the quantum dimension of a vortex is $d_{\text{vort}} = \sqrt{2}$ or, in the notation introduced in Sec. II.A.1 for Ising anyons, $d_{\gamma} = \sqrt{2}$.

For any two vortices $i$ and $j$, we can associate a two-state system. If we work in the basis of $i\gamma_i\gamma_j$ eigenstates, then $i\gamma_i\gamma_j$ acts as $\sigma_i$ with eigenvalues $\pm 1$, while $\gamma_i$ and $\gamma_j$ act as $\sigma_x$ and $\sigma_y$. (However, it is important to keep in mind that Majorana fermions $\gamma_i$ and $\gamma_j$ anticommute with $\gamma_i$ and $\gamma_j$, unlike operators associated with different spins, which commute.) The two eigenvalues $i\gamma_i\gamma_j = \mp 1$ are the two fusion channels of two fermions. If we form the Dirac fermion $\psi = (\gamma_i + i \gamma_j)/2$, then the two $i\gamma_i\gamma_j$ eigenstates have $\psi^\dagger \psi = 0.1$. Therefore we call these fusion channels $\mathbf{1}$ and $\psi$. (One is then tempted to refer to the state for which $\psi^\dagger \psi = 1$ as a filled fermion, and to the $\psi^\dagger \psi = 0$ state as an empty fermion. Note, however, that the eigenvalue of $\psi^\dagger \psi$ has no bearing on the occupation of single-particle states.)

Of course, the pairing of vortices to form Dirac fermions is arbitrary. A given pairing defines a basis, but one can transform to a basis associated with another pairing. Consider four vortices with corresponding zero modes $\gamma_1, \gamma_2, \gamma_3, \gamma_4$. The $F$ matrix transforms states from the basis in which $i\gamma_1\gamma_2$ and $i\gamma_3\gamma_4$ are diagonal. Thus $i\gamma_1\gamma_4$ acts as $\sigma_x$ on an $i\gamma_1\gamma_2$ eigenstate, the $F$ matrix is just the basis change from the $\sigma_x$ basis to the $\sigma_z$ basis:

$$[F^\sigma_{xy}] = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$  (50)

We refer to this type of non-Abelian anyon by the name “Ising anyons”; this is the model introduced in Sec. II.A.1. The reason for the name will be explained in Sec. III.E.

In a compact geometry, there must be an even number of vortices (since a vortex carries half a flux quantum, and the number of flux quanta penetrating a compact surface must be an integer). In a noncompact geometry, if the number of vortices is odd, the edge has a zero-energy state of its own, as shown in Sec. III.E.

Now, we examine what happens to the Majorana operators and to the ground states as vortices move. The positions of the vortices are parameters in the Hamiltonian (36). When they vary adiabatically in time, the operators $\gamma_i$ vary adiabatically in time. In principle, there are two sources for this variation—the explicit dependence of $\gamma_i$ on the positions and the Berry phase associated with the motion. The choice of phases taken at Eq. (47) is such that the Berry phase vanishes, and the entire time dependence is explicit. The non-single-valuedness of the phases in Eq. (47) implies then that a change of $2\pi$ in $\Omega$, which takes place when one vortex encircles another, does not leave the state unchanged.

As vortices adiabatically traverse trajectories that start and end in the same set of positions (Ivanov, 2001; Stern et al., 2004), there is a unitary transformation $U$ within the subspace of ground states that takes the initial state $|\psi(t=0)\rangle$ to the final one $|\psi(t=T)\rangle$.

$$|\psi(t=T)\rangle = U|\psi(t=0)\rangle.$$  (51)

Correspondingly, the time evolution of the operators $\gamma_i$ is

$$\gamma_i(t=T) = U\gamma_i(t=0)U^\dagger.$$  (52)

By reading the time evolution of $\gamma_i$ from their explicit form (47), we can determine $U$ up to a phase. Indeed, one expects this Abelian phase to depend not only on the topology of the trajectory but also on its geometry, especially in the analogous quantum Hall case, where there is an Aharonov-Bohm phase accumulated as a result of the charge carried by the quasiparticle.

When vortex $i$ encircles vortex $i+1$, the unitary transformation is simple: both $\gamma_i$ and $\gamma_{i+1}$ are multiplied by $-1$, with all other operators unchanged. This is a consequence of the fact that when the order parameter changes by a phase factor $2\pi$, fermionic operators change by a phase $\pi$. Exchange trajectories, in which some of the vortices trade places, are more complicated, since the phase changes of $\Omega_k$ associated with a particular trajectory do not only depend on the winding numbers, but also on the details of the trajectory and on the precise definition of the cut of the function $\arg(r)$ where its value jumps by $2\pi$. 

The simplest example is the interchange of two vortices. Inevitably, one of the vortices crosses the branch cut line of the other vortex. We can place the branch cuts so that a counterclockwise exchange of vortices 1 and 2 transforms $c_1 \rightarrow c_2$ and $c_2 \rightarrow -c_1$ while a clockwise exchange transforms $c_1 \rightarrow -c_2$ and $c_2 \rightarrow c_1$ (Ivanov, 2001).

This may be summarized by writing the representation matrices for the braid group generators (Nayak and Wilczek, 1996; Ivanov, 2001):

$$\rho(\sigma_i) = e^{i\theta} e^{-(\pi/4)\gamma_i \gamma_{i+1}},$$  \hspace{1cm} (53)

where $\theta$ is the Abelian part of the transformation. The two eigenvalues $i \gamma_i \gamma_{i+1} = \pm 1$ are the two fusion channels $1$ and $\psi$ of a pair of vortices. From Eq. (53), we see that the $R$ matrices satisfy $R_{\alpha \sigma}^{\alpha \sigma} = i R_{\alpha \sigma}^{\alpha \sigma}$ (i.e., the phases of taking two $\sigma$ particles around each other differ by $i$ depending on whether they fuse to $\psi$ or $1$). It is difficult to obtain the Abelian part of the phase using the methods of this section, but we derive it by other methods in Secs. III.C and III.D. The non-Abelian part of Eq. (53), i.e., the second factor on the right-hand side, is the same as a $\pi/2$ rotation in the spinor representation of SO(2$n$) [see Nayak and Wilczek (1996), for details]. The fact that braiding enacts only $\pi/2$ rotations is the reason why this type of non-Abelian anyon does not enable universal topological quantum computation, as discussed in Sec. IV.

According to Eq. (53), if a system starts in a ground state $|gs_p\rangle$ and vortex $j$ winds around vortex $j+1$, the system’s final state is $\gamma_j \gamma_{j+1} |gs_p\rangle$. Writing this out in terms of the original electron operators, we have

$$(c_j e^{i(\pi/2)\Omega_j} + c_j^{\dagger} e^{-i(\pi/2)\Omega_j}) (c_{j+1} e^{i(\pi/2)\Omega_{j+1}} + c_{j+1}^{\dagger} e^{-i(\pi/2)\Omega_{j+1})}) |gs_p\rangle,$$

(54)

where $c_j^{(1)}$ annihilates a particle in the state $F(-R_j)$ and $c_{j+1}^{(1)}$ creates a particle in the state $F(-R_{j+1})$ localized close to the cores of the $j$th and $(j+1)$th vortices, respectively. Equation (54) seemingly implies that the motion of the $j$th vortex around the $(j+1)$th vortex affects the occupations of states close to the cores of the two vortices. This is in contrast, however, to the derivation leading to Eq. (54), which explicitly assumes that vortices are kept far enough from one another so that tunneling between vortex cores may be disregarded.

This seeming contradiction is analyzed in Stern et al. (2004), where it is shown that the unitary transformation (54) does not affect the occupation of the core states of the $j, j+1$ vortices, because all ground states are composed of superpositions in which the core states have a probability of one-half to be occupied and one-half to be empty. The unitary transformation within the ground state subspace does not change that probability. Rather, they affect phases in the superpositions. Using this point of view it is then possible to show that two ingredients are essential for the non-Abelian statistics of the vortices. The first is the quantum entanglement of the occupation of states near the cores of distant vortices. The second ingredient is familiar from (Abelian) fractional statistics: the geometric phase accumulated by a vortex traversing a closed loop.

Therefore we conclude that, for $p$-wave superconductors, the existence of zero-energy intravortex modes leads, first, to a multitude of ground states, and, second, to a particle-hole symmetric occupation of the vortex cores in all ground states. When represented in an occupation-number basis, a ground state is a superposition that has equal probability for the vortex core to be empty or occupied by one fermion. When a vortex traverses a trajectory that encircles another vortex, the phase it accumulates depends again on the number of fluid particles it encircles. Since a fluid particle is, in this case, a Cooper pair, the occupation of a vortex core by a fermion, half a pair, leads to an accumulation of a phase of $\pi$ relative to the case when the core is empty. And since the ground state is a superposition with equal weights for the two possibilities, the relative phase of $\pi$ introduced by the encircling might in this case transform the system from one ground state to another.

Now consider the ground state degeneracy of a $p+ip$ superconductor on the torus. We define, following Oshikawa et al. (2007) (see also Chung and Stone, 2007), the operators $A_1$ and $A_2$ that create a pair of Bogoliubov–de Gennes quasiparticles, take one around the meridian or longitude of the torus, respectively, and annihilate them again. We then define $B_1$ and $B_2$ as operators that create a vortex-antivortex pair, take the vortex around the meridian or longitude of the torus, respectively, and annihilate them. $B_1$ increases the flux through the hole encircled by the longitude of the torus by one-half of a flux quantum while $B_2$ does the same for the other hole. These operators satisfy the commutation relations $[A_1, A_2] = 0$ and $A_1 B_2 = -B_2 A_1$, $A_2 B_1 = -B_1 A_2$. We can construct a multiplet of ground states as follows. Since $A_1$ and $A_2$ commute and square to 1, we can label states by their $A_1$ and $A_2$ eigenvalues $\pm 1$. Let $|1,1\rangle$ be the state with both eigenvalues equal to 1, i.e., $A_1 |1,1\rangle = A_2 |1,1\rangle = |1,1\rangle$. Then $B_1 |1,1\rangle = |1, -1\rangle$ and $B_2 |1,1\rangle = | -1, -1\rangle$. Suppose we now try to apply $B_2$ to $B_1 |1,1\rangle = | -1, -1\rangle$. This will create a vortex-antivortex pair; the Majorana zero modes $\gamma_\alpha$ and $\gamma_\beta$ associated with the vortex and antivortex will be in the state $|0\rangle$ defined by $(\gamma_\alpha + i \gamma_\beta) |0\rangle = 0$. When the vortex is taken around the longitude of the torus, its Majorana mode will be multiplied by $-1$: $\gamma_\alpha \rightarrow -\gamma_\alpha$. Now, the vortex-antivortex pair will no longer be in the state $|0\rangle$, but will instead be in the state $|1\rangle$ defined by $(\gamma_\alpha - i \gamma_\beta) |1\rangle = 0$. Consequently, the vortex-antivortex pair can no longer annihilate to the vacuum. When they fuse, a fermion is left over. Therefore $B_2 B_1 |1,1\rangle$ does not give a new ground state (and, by a similar argument, neither does $B_1 B_2 |1,1\rangle$). Consequently, a $p+ip$ superconductor has only three ground states on the torus. A basis in which $B_1$ is diagonal is given by $(|1,1\rangle \pm |1, -1\rangle)$, with eigenvalue $\pm 1$, and $| -1, 1\rangle$, with eigenvalue 0 (since there is zero amplitude for $B_1 | -1, 1\rangle$ in the ground state subspace). They can be identified with the states $|1_m\rangle$, $|\psi_m\rangle$, and $|\sigma_m\rangle$ in Ising anyon language. Meanwhile, $B_2$ is diagonal in the basis.
By changing from one basis to the other, we find that the $S$ matrix given in the previous section follows.

The essential feature of chiral $p$-wave superconductors is that they have Majorana fermion excitations which have zero-energy modes at vortices and gapless excitations at the edge of the system; see Sec. III.E. The Majorana character is a result of the superconductivity, which mixes particle and hole states; the zero modes and gapless edge excitations result from the chirality. Majorana fermions arise in a different way in the Kitaev honeycomb lattice model (Kitaev, 2006):

$$H = - J_x \sum_{\text{x links}} \sigma^x_i \sigma^x_j - J_y \sum_{\text{y links}} \sigma^y_i \sigma^y_j - J_z \sum_{\text{z links}} \sigma^z_i \sigma^z_j,$$

where the $z$ links are the vertical links on the honeycomb lattice, and the $x$ and $y$ links are at angles $\pm \pi/3$ from the vertical. The spins can be represented by Majorana fermions $b^\dagger$, $b^\dagger$, $b^\dagger$, and $c$ according to $\sigma^x_i = i b^\dagger c_j$, $\sigma^y_i = i b^\dagger c_j$, $\sigma^z_i = i b^\dagger c_j$ so long as the constraint $b^\dagger b^\dagger c_j c_j = 1$ is satisfied. Then, the Hamiltonian is quartic in Majorana fermion operators, but the operators $b^\dagger b^\dagger$, $b^\dagger b^\dagger$, $b^\dagger$ commute with the Hamiltonian. Therefore we take their eigenvalues as parameters $u_{jk} = b^\dagger b^\dagger$, with $\alpha = x, y, \text{or} z$ appropriate to the $jk$ link. These parameters can be varied to minimize the Hamiltonian, which describes Majorana fermions hopping on the honeycomb lattice:

$$H = \frac{i}{4} \sum_{jk} t_{jk} c_j c_k,$$

where $t_{jk} = 2 J_a u_{jk}$ for nearest-neighbor $j, k$ and zero otherwise. For different values of $J_a$’s, the $t_{jk}$’s take different values. The topological properties of the corresponding $c$ bands are encapsulated by their Chern number (Kitaev, 2006). For a certain range of $J_a$’s, a $P, T$-violating perturbation gives the Majorana fermions a gap in such a way as to support zero modes on vortexlike excitations (plaquettes on which one $u_{jk}$ is reversed in sign). These excitations are identical in topological character to the vortices of a $p + i p$ superconductor discussed above.

**C. Chern-Simons effective field theories, the Jones polynomial, and non-Abelian topological phases**

**1. Chern-Simons theory and link invariants**

In the previous section, we saw a extremely simple and transparent formulation of quasiparticle braiding properties for a particular non-Abelian topological state which, as we see later in this section, is equivalent to SU(2)$_2$ Chern-Simons theory. It describes the multiquasiparticle Hilbert space and the action of braiding operations in terms of free fermions. Most non-Abelian topological states are not so simple, however. In particular, SU(2)$_k$ Chern-Simons theory for $k > 2$ does not have a free fermion or boson description. Therefore in the next two sections, we discuss these field theories using more general methods.

Even though its Hamiltonian vanishes and it has no local degrees of freedom, solving Chern-Simons theory is still a nontrivial matter. The reason is that it is difficult in a non-Abelian gauge theory to disentangle the physical topological degrees of freedom from the unphysical local gauge degrees of freedom. There are essentially two approaches. Each has its advantages, and we describe them both. One is to work entirely with gauge-invariant quantities and derive rules governing them; this is the route pursued in this section. The second is to pick a gauge and simply calculate within this gauge, which we do in the next section (Sec. III.D).

Consider SU(2)$_k$ non-Abelian Chern-Simons theory:

$$S_{\text{CS}}[a] = \frac{k}{4\pi} \int_M \text{tr} \left( a \wedge da + \frac{2}{3} a \wedge a \wedge a \right).$$

We modify the action by the addition of sources $j^{\mu\nu}$ according to $\mathcal{L} \rightarrow \mathcal{L} + \text{tr}(j^a a)$. We take the sources to be a set of particles on prescribed classical trajectories. The $i$th particle carries the spin-$j_i$ representation of SU(2)$_k$. As shown in Sec. III.A, there are only $k + 1$ allowed representations; later in this section, we see that, if we give a particle a higher-spin representation than $j = k/2$, then the amplitude will vanish identically. Therefore $j_i$ must be in an allowed set of $k + 1$ possibilities: $0, 1/2, \ldots, k/2$. The functional integral in the presence of these sources can be written in terms of Wilson loops $W_{\gamma}[a]$, which are defined as follows. The holonomy $U_{\gamma}[a]$ is an SU(2)$_k$ matrix associated with a curve $\gamma$. It is defined as the path-ordered exponential integral of the gauge field along the path $\gamma$:

$$U_{\gamma}[a] = \mathcal{P} \exp \left( \int_{\gamma} a^\dagger T^a \cdot d\ell \right) = \sum_{n=0}^\infty \frac{1}{n!} \int_{\gamma} a^\dagger T^a \cdots \left[ \int_0^{\gamma_{n-1}} ds_1 \left[ \int_0^{s_1} ds_2 \cdots \left[ \int_0^{s_n} ds_n \left[ \gamma(s_1) \cdot a^\dagger(\gamma(s_1)) T^{a_1} \cdots \right] \right] \right] \right].$$

where $\mathcal{P}$ is the path-ordering symbol. The Lie algebra generators $T^a$ are taken in the spin-$j$ representation. $\gamma(s)$, $s \in [0, 2\pi]$, is a parametrization of $\gamma$; the holonomy is independent of the parametrization. The Wilson loop is the trace of the holonomy:

---

7It is an open question whether there is an alternative description of an SU(2)$_k$ topological phase with $k > 2$ in terms of fermions or bosons which is similar to the $p + i p$ chiral superconductor formulation of SU(2)$_k$.
We consider the simplest case, in which the source is a quasiparticle-quasihole pair of type $j$ which is created out of the ground state, propagated for a period of time, and then annihilated, returning the system to the ground state. The amplitude for such a process is given by

$$
\langle 0|0 \rangle_{\gamma,j'} = \int \mathcal{D}a \, e^{iS_{\text{CS}}[a]} W_{\gamma,j}[a].
$$

Here $\gamma$ is the space-time loop formed by the trajectory of the quasiparticle-quasihole pair. The Wilson loop was introduced as an order parameter for confinement in a gauge theory because this amplitude measures the force between the quasiparticle and the quasihole. If they were to interact with a confining force $V(r) \sim r$, then the logarithm of this amplitude would be proportional to the area of the loop; if they were to have a short-ranged interaction, it would be proportional to the perimeter of the loop. However, Chern-Simons theory is independent of a metric, so the amplitude cannot depend on any length scales. It must simply be a constant. For $j=1/2$, we call this constant $d$. As the notation implies, it is, in fact, the quantum dimension of a $j=1/2$ particle. As shown below, $d$ can be determined in terms of the level $k$, and the quantum dimensions of higher-spin particles can be expressed in terms of $d$.

We also consider the amplitude for two pairs of quasiparticles to be created out of the ground state, propagated for some time, and then annihilated, returning the system to the ground state:

$$
\langle 0|0 \rangle_{\gamma,j;\gamma',j'} = \int \mathcal{D}a \, e^{iS_{\text{CS}}[a]} W_{\gamma,j}[a] W_{\gamma',j'}[a].
$$

This amplitude can take different values depending on how $\gamma$ and $\gamma'$ are linked, as in Fig. 4(a) vs Fig. 4(b). If the curves are unlinked the integral must give $d^2$, but when they are linked the value can be nontrivial. In a similar way, we formulate the amplitudes for an arbitrary number of sources.

It is useful to think about the history in Fig. 4(a) as a two-step process: from $t=-\infty$ to $t=0$ and from $0$ to $t=\infty$. (The two pairs are created at some time $t<0$ and annihilated at some time $t>0$.) At $t=0^-$, the system is in a four-quasiparticle state. [Quasiparticle states: if particles 1 and 2 fuse to the identity field $j=0$, then particles 3 and 4 must as well; if particles 1 and 2 fuse to $j=1$, then particles 3 and 4 must as well. These are the only possibilities. (For $k=1$, fusion to $j=1$ is not possible.) Which one the system is in depends on how the trajectories of the four quasiparticles are intertwined. Although quasiparticles 1 and 2 were created as a pair from the vacuum, quasiparticle 2 braided with quasiparticle 3, so 1 and 2 may no longer fuse to the vacuum. Shortly, we show an example of a different four-quasiparticle state.

We now interpret the $t=0$ to $t=\infty$ history as the conjugate of a $t=-\infty$ to $t=0$ history. In other words, it gives us a four-quasiparticle bra rather than a four-quasiparticle ket:

$$
\chi'[A] = \int_{a(x,0)=A(x)} \mathcal{D}a(x,t) W_{\gamma,j}[a] W_{\gamma',j'}[a] \times \exp\left(\int_{0}^{\infty} dt \int d^2 x \, \mathcal{L}_{\text{CS}}\right).
$$

In the state $|\chi\rangle$, quasiparticles 1 and 2 fuse to form the trivial quasiparticle, as do quasiparticles 3 and 4. Then we interpret the functional integral from $t=-\infty$ to $t=\infty$ as the matrix element between the bra and the ket:

$$
\langle \chi|\psi\rangle = \int \mathcal{D}a \, e^{iS_{\text{CS}}[a]} W_{\gamma,j}[a] W_{\gamma',j'}[a].
$$

Now, observe that $|\psi\rangle$ is obtained from $|\chi\rangle$ by exchanging quasiparticles 2 and 3 twice, $|\psi\rangle = \rho(\sigma_2^x)|\chi\rangle$. Hence
The Jones polynomial, which is a topological invariant of Simons theory are equal to corresponding evaluations of 

\[ V_L(q) \] is the Jones polynomial associated with the link \( L = \gamma_1 \cup \cdots \cup \gamma_n \), evaluated at \( q = -e^{\pi/(k+2)} \) using the skein relation (73). Note that we assume here that all quasiparticles transform under the \( j = \frac{1}{2} \) representation of \( SU(2) \). The other quasiparticle types can be obtained through the fusion of several \( j = 1/2 \) quasiparticles, as discussed in Sec. III.C.2.

2. Combinatorial evaluation of link invariants and quasiparticle properties

The Jones polynomial (Jones, 1985) \( V_L(q) \) is a formal Laurent series in a variable \( q \) which is associated with a link \( L = \gamma_1 \cup \cdots \cup \gamma_n \). It can be computed recursively using Eq. (73). We illustrate how this is done by showing how to use a skein relation to compute a related quantity called the Kauffman bracket \( K_L(q) \) (Kauffman, 1987), which differs from the Jones polynomial by a normalization:

\[ V_L(q) = (1/d)(-q^{3/2}w(L))K_L(q). \] (75)

where \( w(L) \) is the writhe of the link. (The Jones polynomial is defined for an oriented link. Given an orientation, each crossing can be assigned a sign \( \pm 1 \); the writhe is the sum over all crossings of these signs.) The link \( L \) embedded in three-dimensional space (or, rather, three-dimensional space-time in our case) is projected onto the plane. This can be done faithfully if we are careful to mark overcrossings and undercrossings. Such a projection is not unique, but the same Kauffman bracket is obtained for all possible 2D projections of a knot (we will see an example of this below). An unknotted loop \( \bigcirc \) is given the value \( K_L(q) = d = -q - q^{-1} = 2 \cos \pi/(k+2) \). For notational simplicity, when we draw a knot, we actually mean the Kauffman bracket associated to this knot. Hence we write

\[ \bigcirc = d. \] (76)

The disjoint union of \( n \) unknotted loops is assigned the value \( d^n \).

The Kauffman bracket for any given knot can be obtained recursively by repeated application of the following skein relation which relates it with the Kauffman brackets for two knots, both of which have one fewer crossing according to the rule:

\[ \bigcup q^{-1/2} = q^{1/2} \bigcup q^{-1/2} \bigcup. \] (77)

With this rule, we can eliminate all crossings. At this point, we are left with a linear combination of the Kauffman brackets for various disjoint unions of unknotted loops. Adding up these contributions of the form \( d^n \) with their appropriate coefficients coming from the recursion relation (77), we obtain the Kauffman bracket for the knot with which we started.
We see how this works with a simple example. First, consider the two arcs that cross twice in Fig. 5. We assume that these arcs continue in some arbitrary way and form closed loops. By applying the Kauffman bracket recursion relation in Fig. 5, we see that these arcs can be replaced by two arcs which do not cross.

In Sec. II.C.3, we use these methods to evaluate some matrix elements relevant to interference experiments.

Now, we consider the two fusion channels of a pair of quasiparticles in detail. When the two quasiparticles fuse to the trivial particle, as 1 and 2 did above, we depict quasiparticles in detail. When the two quasiparticles fuse to the vacuum and 2 and 3 fuse to the vacuum, and 4 fuse to the vacuum and a state in which 1 and 4 fuse to the vacuum and 2 fuse to the vacuum and 3 and 4 fuse to the vacuum, we compute the matrix element between a state in which 1 and 2 have a definite fusion channel and bras in which 1 and 4 have a definite fusion channel.

The entries in the F matrix can be obtained by graphically computing the matrix element between a state in which, for instance, 1 and 2 fuse to the vacuum and 3 and 4 fuse to the vacuum and a state in which 1 and 4 fuse to the vacuum and 2 and 3 fuse to the vacuum, which is depicted in Fig. 6(a). (The matrix element in this figure must be normalized by the norms of the top and bottom states to obtain the F-matrix elements.) To compute the matrix element between a state in which 1 and 2 fuse to the vacuum and 3 and 4 fuse to the vacuum and a state in which 1 and 4 fuse to j=1 and 2 and 3 fuse to j=1, we compute the diagram in Fig. 6(b). For k=2, we find the same F matrix as for Ising anyons in Sec. III.B.

We now consider the ground state properties of the SU(2)_k theory on the torus. As above, we integrate the Chern-Simons Lagrangian over a three-manifold M with boundary Σ, i.e., \( M = \Sigma \times (-\infty, 0] \), in order to obtain a \( t=0 \) state. The boundary \( \Sigma \) is the spatial slice at \( t=0 \). For the torus, \( \Sigma = T^2 \), we take \( M \) to be the solid torus, \( M = S^1 \times D^2 \), where \( D^2 \) is the disk. By foliating the solid torus, we obtain earlier spatial slices. If there are no quasiparticles onto the two natural basis states of their qubit. In other words, we do not need to introduce new types of lines in order to compute the expectation values of Wilson loops carrying \( j=0 \) or \( 1 \). We can denote them with pairs of lines projected onto either of these states. Recall that a \( j=1/2 \) loop had amplitude \( d \), which was the quantum dimension of a \( j=1/2 \) particle. Using the projection operator (79), we see that a \( j=1 \) loop has amplitude \( d^2-1 \) (by connecting the top of the line segments to the bottom and evaluating the Kauffman bracket). One can continue in this way to construct projection operators which project \( m \) lines onto \( j=m/2 \). This projection operator must be orthogonal to the \( j=0,1,3/2,2,... \) projection operators acting on subsets of the \( m \) lines, and this condition is sufficient to construct all Jones-Wenzl projection operators recursively. Similarly, the quantum dimensions can be computed through a recursion relation. At level \( k \), we find that quasiparticles with \( j>k/2 \) have quantum dimensions which vanish identically (e.g., for \( k=1, d=1 \) so the quantum dimension of a \( j=1 \) particle is \( d^2-1=0 \). Consequently, these quasiparticle types do not occur. Only \( j=0,1/2,...,k/2 \) occur.

On the right-hand side of this equation, we mean a functional integral between two times \( t_1 \) and \( t_2 \). The functional integral has two Wilson lines in the manner indicated pictorially. On the left-hand side, we suggest that evolving a state through this history can be viewed as acting on it with the projection operator \( \Pi_j \).

However, the two quasiparticles could instead be in the state \( |1\rangle \), in which they fuse to form the \( j=1 \) particle. Since these states must be orthogonal, \( \langle 0|1 \rangle = 0 \), we must get identically zero if we follow the history (78) with a history that defines a projection operator \( \Pi_1 \).

\[
\Pi_0 = \frac{1}{d} \bigcup
\]

(78)

It is easy to see that, if this operator acts on a state which is given by a functional integral that looks like \( \bigcup \), the result is zero.

The projection operators \( \Pi_0, \Pi_1 \), which are called Jones-Wenzl projection operators, project a pair of a
are contractible. The Wilson loop can be in any of the meridian of the torus and annihilated. The Wilson quasiparticle-quasihole pair was created, taken around the meridian, as shown in Fig. 7. Evidently, these Wilson loop operators are diagonal in this basis. Bras can be obtained by integrating the functional integral with longitudinal Wilson loops carrying their Kauffman bracket; they multiply the state which is precisely the basis change between the longitudinal and meridional bases. A matrix element can be computed by evaluating the corresponding picture. The $ab$ entry in the $S$ matrix is given by evaluating the Kauffman bracket of the picture in Fig. 7(d) (and dividing by the normalization of the states). This figure makes the relationship between the $S$ matrix and braiding clear.

Finally, we comment on the difference between SU(2)$_2$ and Ising anyons, which we have previously described as differing only slightly from each other (see also the end of Sec. III.E). The effective field theory for Ising anyons contains an additional U(1) Chern-Simons gauge field, in addition to an SU(2)$_2$ gauge field (Fradkin et al., 1998, 2001). The consequences of this difference are that $\Theta_\sigma = e^{-i\pi/8}$ while $\Theta_{1/2} = e^{-3i\pi/8}$, $R^\sigma_1 = e^{-i\pi/8}$ while $R^\sigma_{1/2} = e^{-3i\pi/8}$, $S^\omega_1 = e^{3i\pi/8}$ while $S^\omega_{1/2} = e^{i\pi/8}$, $[F^\rho_{\alpha\beta}]_{ab} = -[F^\rho_{\alpha\beta}]_{ab}$. The rest of the $F$ matrices are the same, as are the fusion multiplicities $N^\rho_{ab}$ and the $S$ matrix. In other words, the basic structure of the non-Abelian statistics is the same in the two theories, but there are some minor differences in the U(1) phases which result from braiding. Both theories have threefold ground state degeneracy on the torus; the Moore-Read Pfaffian state has ground state degeneracy 6 because of an extra U(1) factor corresponding to the electrical charge degrees of freedom.

Of course, in the $k=2$ case we already obtained these results by the method of the previous section. However, this approach has two advantages: (i) once Witten’s result (74) and Kauffman’s recursion relation (77) are accepted, braiding matrix elements can be obtained by straightforward high-school algebra; (ii) the method applies to all levels $k$, unlike free Majorana fermion methods, which apply only to the $k=2$ case. There is an added bonus, which is that this formalism is closely related to the techniques used to analyze lattice models of topological phases, discussed in a later section.

D. Chern-Simons theory, conformal field theory, and fractional quantum Hall states

1. The relation between Chern-Simons theory and conformal field theory

Now, we consider Chern-Simons theory in a particular gauge, namely, the holomorphic gauge (to be defined below). The ground state wave function(s) of Chern-Simons theory can be obtained by performing the functional integral from the distant past, $t=-\infty$, to time $t=0$ as in the previous section:

$$\psi[A(x)] = \int_{\delta(A(x))=A(x)} Da(x,t) \exp \left( \int_{-\infty}^{0} dt \int_{\Sigma} d^2x L_{CS} \right).$$

(80)

For the sake of concreteness, we consider the torus $\Sigma = T^2$ for which the space-time manifold is $\mathcal{M} = (-\infty,0] \times T^2 = 3S^1 \times D^2$. We assume that there are no Wilson loops (either contained within the solid torus or terminating at the boundary). If $x$ and $y$ are coordinates on the torus (the fields will be subject to periodicity requirements), we write $z=x+iy$. We can then change to coordinates $z$ and $\bar{z}$ and, as usual, treat $a_x$ and $a_y$ as independent variables. Then we take the holomorphic gauge $a_x = 0$. The field $a_y$ only appears in the action linearly, so the functional integral over $a_y$ may be performed, yielding a $\delta$ function.
\[ \int Da \exp \left[ \frac{k}{4\pi} \int_{D^2 \times S^1} e^{iab} \left( a_\mu^a \partial_\mu a_\nu^a + \frac{2}{3} f^{abc} a_\mu^a a_\nu^b a_\rho^c \right) \right] \]
\[ = \int Da \delta(f^a_{ij}) \exp \left[ (k/4\pi) \int_{D^2 \times S^1} e^{i(\partial_i a_j^a)} \right], \quad (81) \]

where \( i,j = t,z \). Here \( f^a_{ij} = \delta a_j^a - \delta a_i^a + i \epsilon_{abc} a_i^b \partial_j^a \) are the spatial components of the field strength. There are no other cubic terms in the action once \( a_2 \) has been eliminated (as is the case in any such gauge in which one of the components of the gauge field vanishes). The constraint imposed by the \( \delta \) function can be solved by taking
\[ a_i^a = \partial_i U U^{-1}, \quad (82) \]

where \( U \) is a single-valued function taking values in the Lie group. Substituting this into the right-hand side of Eq. (81), we find that the action which appears in the exponent in the functional integral takes the form
\[ S = \frac{k}{4\pi} \int_{D^2 \times S^1} e^{i(\partial_i U U^{-1} \partial_j (\partial_i U U^{-1}))} \]
\[ = \frac{k}{4\pi} \int_{D^2 \times S^1} e^{i\left[ \partial_i (\partial_j U U^{-1} \partial_i \partial_j U U^{-1}) \right.} \]
\[ + \left. \partial_i (\partial_j U U^{-1} \partial_i U \partial_j U U^{-1}) \right] \]
\[ = \frac{k}{4\pi} \int_{D^2 \times S^1} e^{i\left[ \partial_i \partial_j U U^{-1} \partial_k U \partial_j U U^{-1} \right.} \]
\[ + \left. \partial_i (\partial_j U U^{-1} \partial_i U \partial_j U U^{-1}) \right] \]
\[ = \frac{k}{4\pi} \int_{D^2 \times S^1} e^{i\partial_i U U^{-1} \partial_i U U^{-1}} \]
\[ + \frac{k}{12\pi} \int_{D^2 \times S^1} e^{i\partial_i U U^{-1} \partial_j U U^{-1} \partial_k U U^{-1}}. \quad (83) \]

The Jacobian which comes from the \( \delta \) function \( \delta(f^a_{ij}) \) is canceled by that associated with the change of integration variable from \( Da \) to \( DU \). In the final line, the first term has been integrated by parts while the second term, although it appears to be an integral over the 3D manifold, depends only on the boundary values of \( U \) (Wess and Zumino, 1971; Witten, 1983). This is the Wess-Zumino-Witten (WZW) action. What we learn from Eq. (83), then, is that, in a particular gauge, the ground state wave function of \((2+1)D\) Chern-Simons theory can be viewed as the partition function of a \((2+0)\)-dimensional WZW model.

For positive integer \( k \), the WZW model is a 2D conformal field theory which, in the SU(2) case, has Virasoro central charge \( c = \tilde{c} = 3k/(k+2) \). (For a review of some of the basics of conformal field theory, see the Appendix and references therein.) However, in computing properties of the Chern-Simons theory from which we have derived it, we couple only to \( a_c = \partial_c U U^{-1} ; \) i.e., only to the holomorphic or right-moving sector of the theory. Thus it is the chiral WZW model which controls the ground state wave function(s) of Chern-Simons theory.

If we follow the same strategy to calculate the Chern-Simons ground state wave function with Wilson lines or punctures present, then we end up with a correlation function of operators in the chiral WZW model transforming under the corresponding representations of SU(2). (Strictly speaking, it is not a correlation function, but a conformal block, which is a chiral building block for a correlation function. While correlation functions are single valued, conformal blocks have the nontrivial monodromy properties that we need, as discussed in the Appendix.) Therefore following Elitzur et al. (1989) and Witten (1989), we have mapped the problem of computing the ground state wave function (in \( 2+0 \) dimensions) of Chern-Simons theory, which is a topological theory with a gap, to the problem of computing a correlation function in the chiral WZW model (in \( 1+1 \) dimensions), which is a critical theory. This is a bit peculiar since one theory is gapped while the other is gapless. However, the gapless degrees of freedom of the WZW model for the \( t=0 \) spatial slice are pure gauge degrees of freedom for the corresponding Chern-Simons theory. [In the similar situation of a surface \( \Sigma \) with boundary, however, the corresponding conformally invariant \((1+1)D\) theory describes the actual dynamical excitations of the edge of the system, as discussed in Sec. III.E.] Only the topological properties of the chiral WZW conformal blocks are physically meaningful for us.

More complicated topological states with multiple Chern-Simons fields and, possibly, Higgs fields (Fradkin et al., 1998, 1999, 2001) correspond in a similar way to other chiral rational conformal field theories (RCFTs) which are obtained by tensoring or cosetting WZW models. (RCFTs are those CFTs that have a finite number of primary fields—see the Appendix for the definition of a primary field—under some extended chiral algebra which envelops the Virasoro algebra; a Kac-Moody algebra in the WZW case; and, possibly, other symmetry generators.) Consequently, it is possible using algebraic techniques of rational conformal field theory to compute the ground state wave functions for a large class of topological states of matter. The quasiparticles of the topological state correspond to the primary fields of the chiral RCFT. (It is a matter of convenience whether one computes correlation functions with a primary field or one of its descendants since their topological properties are the same. This is a freedom which can be exploited, as described below.)

The conformal blocks of an RCFT have one property that is particularly useful for us, namely, they are holomorphic functions of the coordinates. This makes them excellent candidate wave functions for quantum Hall states. We identify primary fields with quasiparticles of the quantum Hall state, and compute the corresponding conformal block. However, there is one important issue that must be resolved: a quantum Hall wave function is normally viewed as a wave function for electrons (quasiparticle positions, by contrast, are usually viewed as collective coordinates specifying a given excited state).
Where are electrons in our RCFT? Electrons have trivial braiding properties. When one electron is taken around another, the wave function is unchanged, except for a phase change which is an odd integral multiple of $2\pi$. More importantly, when any quasiparticle is taken around an electron, the wave function is unchanged apart from a phase change that is an integral multiple of $2\pi$. Therefore the electron must be a descendant of the identity. In other words, the RCFT must contain a fermionic operator by which we can extend the chiral algebra. This new symmetry generator is essentially the electron creation operator—which is therefore a descendant of the identity under its own action. Not all RCFTs have such an operator in their spectrum, so this is a strong constraint on RCFTs which can describe quantum Hall states. If we are interested, instead, in a quantum Hall state of bosons, as could occur with ultracold bosonic atoms in a rotating optical trap (Cooper et al., 2001), then the RCFT must contain a bosonic field by which we can extend the chiral algebra.

A RCFT correlation function of $N_e$ electron operators therefore corresponds to the Chern-Simons ground state wave function with $N_e$ topologically trivial Wilson lines. From a purely topological perspective, such a wave function is as good as a wave function with no Wilson lines, so the Wilson lines would seem superfluous. However, if the descendant field which represents the electron operator is chosen cleverly, then the wave function with $N_e$ Wilson lines may be a “good” trial wave function for electrons in the quantum Hall regime. Indeed, in some cases, one finds that these trial wave functions are the exact quantum Hall ground states of simple model Hamiltonians (Greiter et al., 1991; Moore and Read, 1991; Blok and Wen, 1992; Wen and Wu, 1994; Ardonne and Schoutens, 1999; Read and Rezayi, 1999). In the study of the quantum Hall effect, however, a wave function is good if it is energetically favorable for a realistic Hamiltonian, which is beyond the scope of the underlying Chern-Simons theory, which itself knows only about braiding properties. It is unexpected that the trial wave functions obtained from Chern-Simons theory are often found to be good from this energetic perspective, which is a reflection of how highly constrained quantum Hall wave functions are, and how central these braiding properties are to their physics. We emphasize, however, that a wave function obtained in this way will not be the exact ground state wave function for electrons with Coulomb interactions. In some cases it might not even have particularly high overlap with the ground state wave function, or have good energetics. The one thing that it does capture is the topological structure of a particular universality class.

2. Quantum Hall wave functions from conformal field theory

Ideally, the logic that would lead us to a particular RCFT would be as follows, as displayed in Fig. 8. One begins with the experimental observation of the quantized Hall effect at some filling fraction $\nu$ (shown at the top). We know that the Hamiltonian for the system is simply that of 2D electrons in a magnetic field, and at the bottom we know the form of the low-energy theory should be of Chern-Simons form. One would like to be able to “integrate out” high-energy degrees of freedom directly to obtain the low-energy theory, as shown by the dotted line, but must instead take a more circuitous route.

**FIG. 8.** How one arrives at a low-energy theory of the quantum Hall effect. At the top, one begins with the experimental observation of the quantized Hall effect. At the bottom, we know the low-energy theory should be of Chern-Simons form. One would like to be able to “integrate out” high-energy degrees of freedom directly to obtain the low-energy theory, as described above. With the RCFT in hand, one can construct wave functions, as described below. Indeed, such a procedure has been achieved for Abelian quantum Hall states (Zhang et al., 1989; López and Fradkin, 1991). In some special non-Abelian cases, progress in this direction has been made (Wen, 1991b, 1999).

For most non-Abelian theories, however, the situation is not so simple. The RCFT is obtained through inspired guesswork (Moore and Read, 1991; Blok and Wen, 1992; Ardonne and Schoutens, 1999; Read and Rezayi, 1999; Cappelli et al., 2001; Simon, Rezayi, Cooper, et al., 2007). One may try to justify it \textit{ex post facto} by solving for the properties of quasiholes of a system with some unrealistic (e.g., involving three-body or higher interactions) but soluble Hamiltonian. The degeneracy can be established by counting (Nayak and Wilczek, 1996; Read and Rezayi, 1996; Read, 2006). The braiding matrices can be obtained by numerically computing the Berry integrals for the given wave functions (Tserkovnyak and Simon, 2003) or by using their connection to conformal field theory to deduce them (Moore and Read, 1991; Nayak and Wilczek, 1996; Gurarie and Nayak, 1997; Slingerland and Bais, 2001). One can then deduce the Chern-Simons effective field theory of the state either from the quasiparticle properties or from the associated conformal field theory with which both it and the wave functions are connected.
We now show how such wave functions can be constructed through some examples. In the Appendix, we review some rudiments of conformal field theory.

\textit{a. Wave functions from CFTs}

Our goal is to construct a LLL FQH wave function $\Psi(z_1, \ldots, z_N)$ which describes an electron fluid in a circular droplet centered at the origin. $\Psi$ must be a homogeneous antisymmetric analytic function of $z_i$’s, independent of $\bar{z}_i$’s apart from the Gaussian factor, which we frequently ignore (see Sec. II.C.1). If we consider the FQHE of bosons, we need $\Psi$ to instead be symmetric. The filling fraction $\nu$ of a FQH wave function $\Psi$ is given by $\nu = N / N_\phi$, where $N$ is the number of electrons and $N_\phi$ is the number of flux quanta penetrating the droplet (Prange and Girvin, 1990). In the LLL, $N_\phi$ is given by the highest power of $z$ occurring in $\Psi$.

We also frequently need the fact that in an incompressible state of filling fraction $\nu$, multiplying a wave function by a factor $I_1 = (z_i - w)^m$ pushes a charge $vm$ away from the point $w$. This can be understood (Laughlin, 1983) as insertion of $m$ flux quanta at the point $w$, which via Faraday’s law creates an azimuthal electric field, which then via the Hall conductivity transfers charge $vm$ away from the point $w$.

Our strategy will be to choose a particular chiral RCFT, pick an “electron” field $\psi_\nu$ in this theory (which, by the reasoning given above, must be a fermionic generator of the extended chiral algebra of the theory), and write a ground state trial wave function $\Psi_{gs}$ for $N$ electrons as

$$\Psi_{gs} = \langle \psi_\nu(z_1) \cdots \psi_\nu(z_N) \rangle.$$

(84)

The field $\psi_\nu$ must be fermionic since the quantum Hall wave function on the left-hand side must be suitable for electrons. Not all RCFTs have such a field in their spectrum, so this requirement constrains our choice. This requirement also ensures that we obtain a wave function which has no branch cuts; in particular, there will only be one conformal block on the right-hand side of Eq. (84). We must do a little more work in choosing $\psi_\nu$ so that there are no poles either on the right-hand side of Eq. (84). As discussed above, the correlation function on the right-hand side of Eq. (84) is a ground state wave function of Chern-Simons theory with $N_\nu$ trivial topological charges at fixed positions $z_1, z_2, \ldots, z_{N_\nu}$.

Of course, there is not a unique choice of RCFT, even at a given filling fraction. Therefore there are different fractional quantum Hall states that can be constructed in this way. Which fractional quantum Hall state is observed at a particular $\nu$ is determined by comparing the energies of the various possible competing ground states. Having a good wave function is, by itself, no guarantee that this wave function describes the physical system. Only a calculation of its energy gives real evidence that it is better than other possible states.

The reason for introducing this complex machinery simply to construct a wave function becomes clearer when we consider quasi-hole wave functions, which are Chern-Simons ground state wave functions with $N_\nu$ trivial topological charges and $N_{qh}$ nontrivial topological charges. In general, there are many possible quasiholes, operators, corresponding to the different primary fields of the theory, so we must consider $N_{qh1}, N_{qh2}, \ldots, N_{qhN}$ numbers of quasiholes if there are $m$ primary fields. Each different primary field corresponds to a different topologically distinct type of “defect” in the ground state. (As in the case of electrons, we are free to choose a descendant field in place of the corresponding primary field since the two have identical topological properties although the wave function generated by a descendant will be different from that generated by its primary.) Suppose that we focus attention on a particular type of quasiparticle which, in most cases, will be the quasiparticle of minimal electrical charge. Then we can write a wave function with quasiholes at positions $w_1, \ldots, w_M$ as

$$\Psi(w_1 \cdots w_M) = \langle \psi_{qh}(w_1) \cdots \psi_{qh}(w_M) \psi_{e}(z_1) \cdots \psi_{e}(z_N) \rangle,$$

(85)

where $\psi_{qh}$ is the corresponding primary field. Since $\psi_{qh}$ is a primary field and $\psi_{e}$ is a descendant of the identity, we are guaranteed that $\psi_{qh}$ and $\psi_{e}$ are local with respect to each other, i.e., taking one field around another can only produce a phase that is a multiple of 2$\pi$. Consequently, the wave function $\Psi$ remains analytic in the electron coordinates $z_i$ even after the fields $\psi_{qh}(w_1) \cdots \psi_{qh}(w_M)$ have been inserted into the correlation function.

One important feature of the conformal block on the right-hand side of Eq. (85) is that $\psi_{qh}(w_a)$ and $\psi_{e}(z_i)$ are on roughly the same footing—they are both fields in some conformal field theory (or, equivalently, they are both fixed sources coupled to the Chern-Simons gauge field). However, when interpreted as a wave function on the left-hand side of Eq. (85), the electron coordinates $z_i$ are the variables for which the wave function gives a probability amplitude while the quasiholes coordinates $w_a$ are merely some parameters in this wave function. If we normalize the wave function differently, we multiply by an arbitrary function of the $w_a$’s. However, the particular normalization that is given by the right-hand side of Eq. (85) is particularly convenient, as shown shortly. Note that since the quasihole positions $w_a$ are merely parameters in the wave function, the wave function need not be analytic in these coordinates.

\textit{b. Quasiparticle braiding}

The branch cuts in quasihole positions $w_a$ are due to the fact that there may be a vector space of conformal blocks corresponding to the right-hand side of Eq. (85). In such a case, even when the quasihole positions are fixed, there are several possible linearly independent wave functions. These multiple degenerate states are necessary for non-Abelian statistics, and they will generically mix when the quasiholes are dragged around each other.

However, there is still a logical gap in the above reasoning. The wave functions produced by a RCFT have the correct braiding properties for the corresponding
Chern-Simons ground state wave function built into them through their explicit monodromy properties. As a result of the branch cuts in the conformal blocks as a function of \( w_n \)'s, when one quasihole is taken around another, the wave function \( \Psi^\alpha \) transforms into \( M^\alpha \Psi^\beta \), where the index \( \alpha=1,2,\ldots,g \) runs over the \( g \) different degenerate \( n \)-quasihole states. However, when viewed as quantum Hall wave functions, their quasiparticle braiding properties are a combination of their explicit monodromy and the Berry matrix which is obtained from

\[
e^{i\gamma_{\alpha\beta}} = P \exp \left( \int d\vec{w} \langle \Psi^\alpha | \nabla_w | \Psi^\beta \rangle \right), \quad (86)
\]

where \( \Psi^\alpha, \alpha=1,2,\ldots,g \), are the \( g \) different degenerate \( n \)-quasihole states and \( P \) is the path-ordering symbol. In this equation, \( z_n \)'s are integrated over in order to compute the inner product, but \( w_n \)'s are held fixed, except for the one that is taken around some loop.

Strictly speaking, the effect of braiding is to transform a state according to \( \Psi^\alpha \rightarrow e^{i\gamma_{\alpha\beta}} M^\beta \Psi^\beta \). By changing the normalization of the wave function, we can alter \( e^{i\gamma_{\alpha\beta}} \) and \( M^\beta \). Only the product of the two matrices on the right-hand side of this equation is gauge invariant and physically meaningful. When we presume that the braiding properties of the wave function are given by those of the CFT, we take it to be equal to \( M^\beta \) and ignore \( e^{i\gamma_{\alpha\beta}} \). This can be correct only if \( \gamma_{\alpha\beta} \) vanishes up to a geometric phase proportional to the area for a wave function given by a CFT conformal block. In the case of the Laughlin states, it can be verified that this is indeed correct by repeating the Arovas-Schrieffer-Wilkaczek calculation (Arovas et al., 1984) with the Laughlin state normalized according to the quasihole position dependence given by the corresponding CFT (see below) (Bloch and Wen, 1992). This calculation rests upon Laughlin’s plasma analogy (1983). For other, more complex states, it is more difficult to compute the Berry matrix. A version of this calculation for the Moore-Read (MR) Pfaffian state was constructed in Gurarie and Nayak (1997); one could thereby verify the vanishing of the Berry matrix for a two-quasihole state and, with some further assumptions, for four and higher multiquasihole states. A direct evaluation of the integral in Eq. (86) by the Monte Carlo method (Tserrkovnyak and Simon, 2003) established that it vanishes for MR Pfaffian quasiholes. The effect of Landau level mixing on statistics has also been studied (Simon, 2008). Although there has not been a complete proof that the CFT Chern-Simons braiding rules are identical to those of the wave function, when it is interpreted as an electron wave function [i.e., there has not been a complete proof that Eq. (86) vanishes when the wave function is a CFT conformal block], there is evidence for the MR Pfaffian state, and it is almost certainly true for many other states as well. We therefore take it as a given that we can simply read off the braiding properties of the wave functions constructed below.

c. The Laughlin state

We now consider wave functions generated by the simplest CFT, the chiral boson. Suppose that the chiral boson has compactification radius \( \sqrt{m} \), so that \( \phi = \phi + 2\pi/\sqrt{m} \). The U(1) Kac-Moody algebra and enveloping Virasoro algebra can be extended by the symmetry generator \( e^{i\phi/\sqrt{m}} \). Since the dimension of this operator is \( 1/2 \), it is fermionic for odd \( m \) and bosonic for even \( m \). The primary fields of this extended chiral algebra are of the form \( e^{in\phi/\sqrt{m}} \), with \( n=0,1,\ldots,m-1 \). They are all of the fields that are not descendents and are local with respect to \( e^{i\phi/\sqrt{m}} \) (and to the Kac-Moody and Virasoro generators), as may be seen from the operator product expansion (OPE) (see the Appendix):

\[
e^{i\phi(z)e^{in\phi(0)/\sqrt{m}}} \sim z^n e^{i(n+m)\phi(0)/\sqrt{m}} + \ldots. \quad (87)
\]

When \( z \) is taken around the origin, the right-hand side is unchanged. It is convenient to normalize the U(1) current as \( j = (1/\sqrt{m})\partial \phi \); then the primary field \( e^{in\phi/\sqrt{m}} \) has charge \( n/m \). We take \( \psi_n = e^{i\phi/\sqrt{m}} \) as our electron field (which has charge 1) and consider the resulting ground state wave function according to Eq. (84). Using Eq. (A7) we find

\[
\Psi_{gs} = \langle \psi(z_1) \cdots \psi(z_N) \rangle = \prod_{i<j} (z_i - z_j)^m. \quad (88)
\]

It is now clear why we have chosen this CFT. To have \( \Psi_{gs} \) given by correlators of a vertex operator of the form \( e^{in\phi/\sqrt{m}} \) analytic (no branch cuts or poles) we must have \( \alpha^2 = m \) a nonnegative integer, and \( m \) must be odd to obtain an antisymmetric wave function (or even for symmetric). We recognize \( \Psi_{gs} \) as the \( n=1/m \) Laughlin wave function. The astute reader will notice that the correlator in Eq. (88) violates the neutrality condition discussed in the Appendix and so it should actually have zero value. One fix for this problem is to insert (by hand) into the correlator a neutralizing vertex operator at infinity, \( e^{-iN\phi(\infty)/\sqrt{m}} \), which then makes Eq. (88) valid (up to a constant factor). Another approach is to insert an operator that smears the neutralizing background over the entire system (Moore and Read, 1991). This approach also results in the neglected Gaussian factors disappearing. We ignore these neutralizing factors for simplicity. From now on, we drop the Gaussian factors from quantum Hall wave functions, with the understanding that they result from including a smeared neutralizing background.

The quasihole operator must be a primary field; the primary field of minimum charge is \( e^{i\phi/\sqrt{m}} \). Using Eq. (A7), Eq. (85) yields

\[
\Psi(w_1, \ldots, w_M) = \prod_{i<j} \frac{1}{m} \prod_{i<j} (z_i - w_j)\Psi_{gs}. \quad (89)
\]

As mentioned above, the factor \( \prod_{i} (z_j - w) \) “pushes” charge away from the position \( w \), leaving a hole of charge precisely \( Q = \pm e/\sqrt{m} \). The first term on the right of

Eq. (89) results from the fusion of quasiholes operators with each other, and shows the fractional statistics of the quasiholes. Adiabatically taking two quasiholes around each other results in a fractional phase of $2\pi/m$. This statistical term appears automatically in the wave function given by this CFT.

d. Moore-Read Pfaffian state

In the Ising CFT (see the Appendix), we use $\psi(z)$ as the electron field (Moore and Read, 1991). The $\psi$ fields can fuse together in pairs to give the identity (since $\psi \times \psi = 1$) so long as there are an even number of fields. However, when we take two $\psi$ fields close to each other, the OPE tells us that

$$\lim_{z_i \to z_j} \psi(z_i)\psi(z_j) \sim 1/(z_i - z_j)$$

(90)

which diverges as $z_i \to z_j$ and is therefore unacceptable as a wave function. To remedy this problem, we tensor the Ising CFT with the chiral boson CFT. There is now an operator $\psi e^{ie^2\phi/\mathcal{M}}$ by which we can extend the chiral algebra. The corresponding primary fields are of the form $e^{ie(2n+1)\phi/\mathcal{M}}$, where $n = 0, 1, \ldots, m-1$.

Again, these are determined by the requirement of locality with respect to the generators of the chiral algebra, i.e., that they are single valued when taken around a symmetry generator, in particular the electron field $\psi e^{ie^2\phi/\mathcal{M}}$. For instance,

$$\psi(z)e^{ie^2\phi(z)/\mathcal{M}}\sigma(0)e^{ie(2n+1)\phi(0)/2\mathcal{M}}$$

$$\sim z^{-1/2}\sigma(0)z^{2n+1}e^{i(2n+1)\phi(0)/\mathcal{M}} + \cdots$$

$$= z^n\sigma(0)e^{i(2n+1)\phi(0)/\mathcal{M}}$$

(91)

and similarly for the other primary fields.

Using our new symmetry generator as the electron field, we obtain the ground state wave function according to Eq. (84):

$$\Psi_{gs} = (\psi(z_1) \cdots \psi(z_N))\prod_{i<j}(z_i - z_j)^m$$

$$= Pf\left(\frac{1}{z_i - z_j}\right)\prod_{i<j}(z_i - z_j)^m$$

(92)

[see, e.g., Di Francesco et al. (1997) for calculation of this correlation function]. Here, $m$ even gives an antisymmetric wave function and $m$ odd gives a symmetric wave function. For $m=2$ (and even $N$), Eq. (92) gives the Moore-Read Pfaffian wave function [Eq. (43) with $g = 1/z$ and two Jastrow factors attached].

To determine the filling fraction of our newly constructed wave function, we need only look at the exponent of the Jastrow factor in Eq. (92). Recall that the filling fraction is determined by the highest power of any $z$ (see Sec. III.D.1). There are $m(N-1)$ factors of $z_1$ in the Jastrow factor. The Pfaffian has a factor of $z_1$ in the denominator, so the highest power of $z_1$ is $m(N-1)-1$. However, in the thermodynamic limit, the number of factors scales as $mN$. Thus the filling fraction is $\nu = 1/m$.

We now consider quasihole operators. As in the Laughlin case we consider the primary fields $\psi_{qh} = e^{ie^2\phi/\mathcal{M}}$. Similar arguments as in the Laughlin case show that the $n=1$ case generates the Laughlin quasihole of charge $Q = +e/m$. However, we have other options for our quasihole, which have smaller electrical charge. The primary field $\sigma e^{i\phi/2\mathcal{M}}$ has charge $Q = +e/2m$. We then obtain the wave function according to Eq. (85),

$$\Psi(w_1, \ldots, w_M) = (\sigma(w_1) \cdots \sigma(w_M)\psi(z_1) \cdots \psi(z_N))$$

$$\times \prod_{i<j}(w_i - w_j)^{1/2m}$$

$$\times \prod_{i=1}^N \prod_{j=1}^M (z_i - w_j)^{1/2}(z_i - z_j)^m.$$  (93)

Using the fusion rules of the $\sigma$ fields [see Eq. (7), as well as Fig. 22 and Table II in the Appendix], we see that it is impossible to obtain 1 from an odd number of $\sigma$ fields. We conclude that quasiholes $\psi_{qh}$ can only occur in pairs. Then consider the simplest case of two quasiholes. If there is an even number of electrons, the $\psi$ fields fuse in pairs to form 1, and the remaining two quasiholes must fuse to form 1 also. As discussed in Eq. (A3) the OPE of the two $\sigma$ fields will then have a factor of $(w_i - w_j)^{-1/8}$. In addition, the fusion of the two vertex operators $e^{ie^2\phi/2\mathcal{M}}$ results in the first term in the second line of Eq. (93), $(w_i - w_j)^{1/4m}$. Thus the phase accumulated by taking the two quasiholes around each other is $-2\pi/8 + 2\pi/4m$.

On the other hand, with an odd number of electrons in the system, $\psi$'s fuse in pairs, but leave one unpaired $\psi$. The two $\sigma$'s must then fuse to form a $\psi$ which can then fuse with the unpaired $\psi$ to give the identity [see Eq. (A3)]. In this case, the OPE of the two $\sigma$ fields will give a factor of $(w_i - w_j)^{3/8}$. Thus the phase accumulated by taking the two quasiholes around each other is $6\pi/8 + 2\pi/4m$.

In the language of Sec. III.B, when there is an even number of electrons in the system, all of these are paired and the fermion orbital shared by the quasiholes is unoccupied. When an odd electron is added, it “occupies” this orbital, although the fermion orbital is neutral and the electron is charged (we can think of the electron’s charge as screened by the superfluid).

When there are many quasiholes, they may fuse together in many different ways. Thus even when the quasihole positions are fixed there are many degenerate ground states, each corresponding to a different conformal block (see the Appendix). This degeneracy is precisely what is required for non-Abelian statistics. Braiding the quasiholes around each other produces a rotation within this degenerate space.

Fusing $2m$ $\sigma$ fields results in $2^{m-1}$ conformal blocks, as seen by examining the Bratteli diagram of Fig. 22 in the
Appendix. When two quasiholes come together, they may fuse to form either $\mathbf{1}$ or $\psi$. As above, if they come together to form $\mathbf{1}$ then taking the two quasiholes around each other gives a phase of $-2\pi/8 + 2\pi/4m$. On the other hand, if they fuse to form $\psi$ then taking them around each other gives a phase of $2\pi/3/8 + 2\pi/4m$.

These conclusions can be illustrated in the cases of two and four quasiholes. For the case of two quasiholes, the correlation function (93) can be evaluated to give (Moore and Read, 1991; Nayak and Wilczek, 1996) (for an even number of electrons)

$$\Psi(w_1, w_2) = \prod_{j<k} (z_j - z_k)^2 \times \text{Pr}\left( \frac{(z_j - w_1)(z_k - w_2) + z_j \leftrightarrow z_k}{z_j - z_k} \right),$$

(94)

where $w_{12} = w_1 - w_2$. For simplicity, we specialize to the case $m = 2$; in general, there would be a prefactor $(w_{12})^{4m-1/3}$. When the two quasiholes at $w_1$ and $w_2$ are brought together at the point $w$, a single-flux-quantum Laughlin quasiparticle results, since two $\sigma$'s can only fuse to the identity in this case, as expected from the above arguments:

$$\Psi_{\text{qh}}(w) = \prod_{j<k} (z_j - z_k)^2 \prod_{i} (z_i - w) \text{Pr}\left( \frac{1}{z_j - z_k} \right).$$

(95)

The situation becomes more interesting when we consider states with four quasiholes. The ground state is twofold degenerate (see the Appendix). If there is an even number of electrons (which fuse to form the identity), we are then concerned with the $\langle \sigma \sigma \sigma \sigma \rangle$ correlator. As discussed in the Appendix, two orthogonal conformal blocks can be specified by whether 1 and 2 fuse to form either $\mathbf{1}$ or $\psi$. The corresponding wave functions obtained by evaluating these conformal blocks are (Nayak and Wilczek, 1996)

$$\Psi^{(1, \psi)} = \frac{(w_{13}w_{24})^{1/4}}{(1 \pm x)^{1/2}} \left( \Psi^{(13)(24)} \pm \sqrt{x} \Psi^{(14)(23)} \right),$$

(96)

where $x = w_{14}w_{23}/w_{12}w_{24}$. [Note that we have taken a slightly different harmonic ratio $x$ than in Nayak and Wilczek, (1996) in order to make Eq. (96) more compact than Eqs. (7.17) and (7.18) of Nayak and Wilczek, (1996).] In this expression,

$$\Psi^{(13)(24)} = \prod_{j<k} (z_j - z_k)^2 \text{Pr}\left( \frac{(z_j - w_1)(z_j - w_2)(z_k - w_2)(z_k - w_2) + (j \leftrightarrow k)}{z_j - z_k} \right),$$

(97)

and

$$\Psi^{(14)(23)} = \prod_{j<k} (z_j - z_k)^2 \text{Pr}\left( \frac{(z_j - w_1)(z_j - w_2)(z_k - w_2)(z_k - w_2) + (j \leftrightarrow k)}{z_j - z_k} \right),$$

(98)

Suppose now that the system is in the state $\Psi^{(1)}$. Braiding $\mathbf{1}$ around 2 or 3 around 4 simply gives a phase (which is $R_1^{\text{ferm}}$ multiplied by a contribution from the Abelian part of the theory). However, if we take $w_2$ around $w_3$, then after the braiding, the system will be in the state $\Psi^{(\psi)}$ as a result of the branch cuts in Eq. (96). Now, 1 and 2 will instead fuse together to form $\psi$, as expected from the general argument in Eq. (A6). Thus the braiding yields a rotation in the degenerate space. The resulting prediction for the behavior under braiding for the Moore-Read Pfaffian state is in agreement with the results obtained in Secs. III.B and III.C. e. $Z_3$ Read-Rezayi state (briefly)

We follow a completely analogous procedure with a CFT which is the tensor product of the $Z_3$ parafermion CFT with a chiral boson (see Tables I and II). As before, the electron operator is a product of a chiral vertex operator from the bosonic theory with an operator from the parafermion theory. The simplest choice is $\psi_e = \psi_1 e^{\alpha \phi}$. We would like this field to be fermionic so that it can be an electron creation operator by which we can extend the chiral algebra (i.e., so that the electron wave function has no branch cuts or singularities). (See the Appendix for the notation for parafermion fields.) The fusion rules for $\psi_1$ in the $Z_3$ parafermion CFT are $\psi_1 \times \psi_1 \sim \psi_2$ but $\psi_1 \times \psi_1 \sim \psi_1$ so that the correlator in Eq. (84) is

<table>
<thead>
<tr>
<th>State</th>
<th>CFT</th>
<th>$\nu$</th>
<th>$\psi_e$</th>
<th>$\psi_{\text{qh}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laughlin Boson</td>
<td>$\frac{1}{M}$</td>
<td>$e^{i\phi}/M$</td>
<td>$e^{i\phi}/M$</td>
<td></td>
</tr>
<tr>
<td>Moore-Read Ising</td>
<td>$\frac{1}{M+1}$</td>
<td>$\psi_1 e^{i\phi}/M+1$</td>
<td>$\sigma e^{i\phi}(2, M+1)$</td>
<td></td>
</tr>
<tr>
<td>$Z_3$ RR $Z_3$ parafermion</td>
<td>$\frac{1}{M+2/3}$</td>
<td>$\psi_1 e^{i\phi}/M+2/3$</td>
<td>$\sigma_1 e^{i\phi}(3, M+2/3)$</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II. Conformal data for three CFTs. The primary fields of each CFT are listed with their conformal dimension as well as the fusion table and central charge. In addition, every CFT has an identity field \( \mathbf{1} \) with dimension \( \Delta = 0 \) which fuses trivially with any field \( (1 \times \phi_i = \phi_i) \) for any \( \phi_i \). Note that fusion tables are symmetric so only the lower part is given. In the Ising CFT the field \( \psi \) is frequently denoted as \( \epsilon \). This fusion table indicates the nonzero elements of the fusion matrix \( N^c_{ab} \). For example, in the \( Z_3 \) CFT, since \( \sigma_1 \times \sigma_2 = 1 + \epsilon \),\( N^1_{\sigma_1 \sigma_2} = N^c_{\epsilon \sigma_2} = 1 \), and \( N^c_{\sigma_1 \epsilon} = 0 \) for all \( c \) not equal to \( 1 \) or \( \epsilon \).
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FIG. 9. Examples of the Bratteli diagrams. (a) Bratteli diagram for fusion of multiple \( \sigma_i \) fields in the \( Z_3 \) parafermion CFT. (b) Bratteli diagram for Fibonacci anyons.

This field is local with respect to \( \psi \) (i.e., there should be no branch cuts for the electron coordinates \( z_i \)), observe that \( \sigma_1 (w) \psi_i (z) \sim (z - w)^{-1/3} \psi_i \) and \( e^{i \phi b a} (w) e^{i \phi a} (z) \sim (z - w)^{1/3} \). Constructing the full wave function [as in Eq. (85) and analogous to Eq. (93)] the fusion of \( e^{i \phi b a} \) (from \( \psi_{gh} \) with \( \epsilon^{i \phi a} \) (from \( \psi_e \)) generates a factor of \( \Pi_i (z_i - w)^{1/3} \). We conclude that the elementary quasiholes has charge \( Q = e \nu / 3 \).

The general braiding behavior for the \( Z_3 \) parafermions has been worked out by Slingerland and Bais (2001). It is trivial, however, to work out the dimension of the degenerate space by examining the Bratteli diagram Fig. 9(a) (see the Appendix for explanation of this diagram). For example, if the number of electrons is a multiple of 3 then they fuse together to form the identity. Then, for example, with six quasiholes one has five paths of length 5 ending at \( \mathbf{1} \) (hence a five-dimensional degenerate space). However, if, for example, the number of electrons is 1 mod 3, then electrons fuse in threes to form \( \mathbf{1} \) but there is one \( \psi_i \) left over. Thus the quasiholes must fuse together to form \( \psi_e \) which can fuse with the leftover \( \psi_i \) to form \( \mathbf{1} \). In this case, for example, with four quasiholes there is a two-dimensional space. It is easy to see that (if the number of electrons is divisible by 3) the number of blocks with \( n \) quasiparticles is given by the \( n - 1 \)st Fibonacci number, denoted Fib\((n - 1)\) defined by Fib\((1) = \text{Fib}(2) = 1 \) and Fib\((n) = \text{Fib}(n - 1) + \text{Fib}(n - 2) \) for \( n > 2 \).

E. Edge excitations

When a system in a chiral topological phase has a boundary (as it must in any experiment), there must be gapless excitations at the boundary (Halperin, 1982; Wen, 1992). To see this, consider the Chern-Simons action on a manifold \( M \) with boundary \( \partial M \) (Elitzur et al., 1989; Witten, 1989), Eq. (24). The change in the action under a gauge transformation, \( a_{\mu} \rightarrow g a_{\mu} g^{-1} + g \partial_{\mu} g^{-1} \), is

\[
S_{\text{CS}}[a] \rightarrow S_{\text{CS}}[a] + \frac{k}{4\pi} \int_{\partial M} \text{tr}(g^{-1} d g \wedge a). \quad (101)
\]

In order for the action to be invariant, we fix the boundary condition so that the second term on the right-hand side is a multiple of \( 2\pi k \).

\[
\sigma_1 \psi_1 \psi_2 \sigma_1 \psi_2 \psi_1 \sigma_1 + 1 \epsilon 
\]

only nonzero if \( N \) is divisible by 3. From the OPE, we obtain \( \psi_i (z) \psi_i (z) \sim (z - z_i)^{-2/3} \psi_i \) so in order to have the wave function analytic, we must choose \( \alpha = \sqrt{m + 2/3} \) with \( m \geq 0 \) an integer (\( m \) odd results in an antisymmetric wave function and even results in symmetric). The filling fraction in the thermodynamic limit is determined entirely by the vertex operator \( e^{i \alpha \phi} \), resulting in \( \nu = 1/\alpha^2 = 1/(m + 2/3) \).

The ground state wave function for \( N = 3n \) electrons takes the form

\[
\Psi_g(z_1, \ldots, z_{3n}) = \prod_{i < j} (z_i - z_j)^m 
\]

\[
\chi_{r, s} = \prod_{0 < r < s < n} \frac{\chi_{r, s}}{X_{r, s}} \frac{X_{r, s}}{X_{r, s}} = (z_{3 + 1} - z_{3 + 2}) (z_{3 + 2} - z_{3 + 3}) \cdots (z_{3n} - z_{3n+3}) 
\]

With the electron operator in hand, we can determine the primary fields of the theory. The primary field of minimum electrical charge is \( \psi_{gh} = \sigma e^{i \phi b a} \). To see that this field is local with respect to \( \psi \) (i.e., there should be no branch cuts for the electron coordinates \( z_i \)), observe that \( \sigma_1 (w) \psi_i (z) \sim (z - w)^{-1/3} \psi_i \) and \( e^{i \phi b a} (w) e^{i \phi a} (z) \sim (z - w)^{1/3} \). Constructing the full wave function [as in Eq. (85) and analogous to Eq. (93)] the fusion of \( e^{i \phi b a} \) (from \( \psi_{gh} \) with \( \epsilon^{i \phi a} \) (from \( \psi_e \)) generates a factor of \( \Pi_i (z_i - w)^{1/3} \). We conclude that the elementary quasiholes has charge \( Q = e \nu / 3 \).

The general braiding behavior for the \( Z_3 \) parafermions has been worked out by Slingerland and Bais (2001). It is trivial, however, to work out the dimension of the degenerate space by examining the Bratteli diagram Fig. 9(a) (see the Appendix for explanation of this diagram). For example, if the number of electrons is a multiple of 3 then they fuse together to form the identity. Then, for example, with six quasiholes one has five paths of length 5 ending at \( \mathbf{1} \) (hence a five-dimensional degenerate space). However, if, for example, the number of electrons is 1 mod 3, then electrons fuse in threes to form \( \mathbf{1} \) but there is one \( \psi_i \) left over. Thus the quasiholes must fuse together to form \( \psi_e \) which can fuse with the leftover \( \psi_i \) to form \( \mathbf{1} \). In this case, for example, with four quasiholes there is a two-dimensional space. It is easy to see that (if the number of electrons is divisible by 3) the number of blocks with \( n \) quasiparticles is given by the \( n - 1 \)st Fibonacci number, denoted Fib\((n - 1)\) defined by Fib\((1) = \text{Fib}(2) = 1 \) and Fib\((n) = \text{Fib}(n - 1) + \text{Fib}(n - 2) \) for \( n > 2 \).
side vanishes. For instance, take the boundary condition \((a_0^g)_{|\partial M}=0\), where \(x_0\) and \(x_1\) are coordinates on the boundary of \(M\) and \(x_2\) is the coordinate perpendicular to the boundary of \(M\). Then the action is invariant under all transformations that respect this boundary condition, i.e., that satisfy \(\partial_0 g=0\) on the boundary. We separate these into gauge and global symmetries. Functions \(g:M\to G\) satisfying \(g|_{\partial M}=1\) are the gauge symmetries of the theory. (They necessarily satisfy \(\partial_0 g=0\) since \(x_0\) is a coordinate along the boundary.) Meanwhile, functions \(f:M\to G\) which are independent of \(x_0\) are global symmetries of the theory. Representations of this global symmetry form the spectrum of edge excitations of the theory. The distinction between gauge and global symmetries is a conformal field theory. Therefore, although there is a conformal field theory. Therefore, although there is a gap to all excitations in the bulk, there are gapless excitations at the edge of the system. The spectrum of the WZW model is organized into representations of the Virasoro algebra and is further organized into representations of the \(G_k\) Kac-Moody algebra. For the sake of concreteness, we consider the case of \(SU(2)_k\). The \(SU(2)_k\) WZW model contains primary fields \(\phi_n\), transforming in the \(j=0,1/2,1,...,k/2\) representations. These correspond to the allowed quasiparticle species: when the total topological charge of all quasiparticles in the bulk is \(j\), the edge must be in the sector created by acting with the spin-\(j\) primary field on the vacuum.

The \(G_k\) case is a generalization of the \(U(1)_m\) case, where \(g=e^{i\phi}\) and the WZW model reduces to a free chiral bosonic theory:

\[
S = \frac{m}{4\pi} \int d^2x (\partial \phi + v\partial_j\phi) \phi \partial_j \phi.
\]  

(103)

[In Sec. III.A, we used \(k\) for the coefficient of an Abelian Chern-Simons term; here we use \(m\) to avoid confusion with the corresponding coupling of the \(SU(2)\) Chern-Simons term in situations in which both gauge fields are present.] The primary fields are \(e^{i\phi_n}\), with \(n = 0,1,...,m-1\). (The field \(e^{i\phi}\) is either fermionic or bosonic for \(m\) odd or even, respectively, so it is not a primary field, but is rather included as a generator of an extended algebra.) A quantum Hall state will always have such a term in its edge effective field theory; the \(U(1)\) is the symmetry responsible for charge conservation and gapless chiral excitations (103) carry the quantized Hall current.

Therefore we see that chiral topological phases, such as fractional quantum Hall states, must have gapless chiral edge excitations. Furthermore, the conformal field theory that models the low-energy properties of the system is the same conformal field theory that generates ground state wave functions of the corresponding Chern-Simons action. This is clear from the fact that the two derivations [Eqs. (83) and (102)] are virtually identical. The underlying reason is that Chern-Simons theory is a topological field theory. When it is solved on a manifold with boundary, it is unimportant whether the manifold is a fixed-time spatial slice or the world sheet of the system's edge. In either case, Chern-Simons theory reduces to the same conformal field theory (which is an example of “holography”). One important difference, however, is that, in the latter case, a physical boundary condition is imposed and there are real gapless degrees of freedom. (In the former case, the CFT associated with a wave function for a fixed-time spatial slice may have apparent gapless degrees of freedom which are an artifact of a gauge choice, as discussed in Sec. III.D.)

The WZW models do not, in general, have free field representations. One well-known exception is the equivalence between the \(SU(N)_1\times U(1)_N\) chiral WZW model and \(N\) free chiral Dirac fermions. A somewhat less well-known exception is the \(SU(2)_2\) chiral WZW model, which has a representation in terms of three free chiral Majorana fermions. Before discussing this repre-
sentation, we first consider the edge excitations of a \( p + ip \) superconductor, which supports Ising anyons, which in turn differ from SU(2)\(_z\) only by a U(1) factor.

We solve the Bogoliubov–de Gennes Hamiltonian (38) with a spatially varying chemical potential, as done in Sec. III.B. However, instead of a circular vortex, we consider an edge at \( y=0 \):

\[
\mu(y) = \Delta h(y),
\]

with \( h(y) \) large and positive for large \( y \), and \( h(y)<0 \) for \( y<0 \); therefore the electron density will vanish for \( y \) large and positive. Such a potential defines an edge at \( y=0 \). There are low-energy eigenstates of the BdG Hamiltonian which are spatially localized near \( y=0 \):

\[
\phi_E^{\text{edge}}(x) = e^{ikx} \exp\left(-\int_0^y h(y')dy'\right) \phi_0,
\]

with \( \phi_0 = \left(\begin{array}{c} 1 \\ 0 \end{array}\right) \) an eigenstate of \( \sigma^z \). This wave function describes a chiral wave propagating in the \( x \) direction localized on the edge, with wave vector \( k=E/\Delta \). A more complete solution of the superconducting Hamiltonian in this situation would involve self-consistently solving the BdG equations, so that both the density and the gap \( \Delta(y) \) vanish for large positive \( y \). The velocity of the chiral edge mode would then depend on how sharply \( h(y) \) varies. However, the solutions given above with fixed constant \( \Delta \) are sufficient to show the existence of the edge mode.

If we define an edge fermion operator \( \psi(x) \),

\[
\psi(x) = \exp\left(-\int_0^y h(y')dy'\right) \times \sum_{k>0} (\psi_k e^{ikx} \phi_0 + \psi_{-k} e^{-ikx} \phi_0),
\]

The fermion operators \( \psi_k \) satisfy \( \psi_{-k} = \psi_k^\dagger \), so \( \psi(x) = \Sigma_k \psi_k e^{ikx} \) is a real Majorana field, \( \psi(x) = \psi^\dagger(x) \). The edge Hamiltonian is

\[
\hat{H}_\text{edge} = \sum_{k>0} v_n k \psi_k^\dagger \psi_k = \int dx \left( -iv_n \partial_x \right) \psi(x),
\]

where the edge velocity \( v=\Delta \). The Lagrangian density takes the form

\[
L_{\text{fermion}} = iv(x)(\partial_t + v_n \partial_x) \psi(x).
\]

The 2D Ising model can be mapped onto the problem of (nonchiral) Majorana fermions on a lattice. At the critical point, the Majorana fermions become massless. Therefore the edge excitations are the right-moving chiral part of the critical Ising model. (This is why the vortices of a \( p + ip \) superconductor are called Ising anyons.) However, the edge excitations have nontrivial topological structure for the same reason that correlation functions of the spin field are nontrivial in the Ising model: while fermions are free, the Ising spin field is nonlocal in terms of fermions, so its correlations are nontrivial. The Ising spin field \( \sigma(z) \) inserts a branch cut running from \( z=\nu x + it \) to infinity for the fermion \( \psi \). This is precisely what happens when a flux-\((hc/2e)\) vortex is created in a \( p + ip \) superconductor.

The primary fields of the free Majorana fermion are \( I, \sigma, \) and \( \psi \) with respective scaling dimensions 0, 1/6, and 1/2, as discussed in Sec. III.D. When there is an odd number of flux-\((hc/2e)\) vortices in the bulk, the edge is in the \( \sigma(0)|0\rangle \) sector. When there is an even number, the edge is in either the \( |0\rangle \) or \( \sigma(0)|0\rangle \) sector, depending on whether there is an even or odd number of fermions in the system. So long as quasiparticles do not go from the edge to the bulk, or vice versa, however, the system remains in one of these sectors and all excitations are free fermion excitations localized on top of the ground state in the relevant sector.

However, when a quasiparticle tunnels from the edge to the bulk (or through the bulk), the edge goes from one sector to another—i.e., it is acted on by a primary field. Hence, in the presence of a constriction at which vortices of fermions can tunnel from one edge to another, the edge Lagrangian of a \( p + ip \) superconductor is (Fendley et al., 2007a)

\[
S = \int d\tau dx \left[ L_{\text{fermion}}(\psi_a) + L_{\text{fermion}}(\psi_b) \right] + \int d\tau \lambda_0 \psi_a^\dagger \psi_b + \int d\tau \lambda_0 \sigma_\alpha \psi_{b\alpha},
\]

where \( a \) and \( b \) denote the two edges (we have dropped all irrelevant terms, e.g., descendant fields). In other words, although the edge theory is a free theory in the absence of coupling to the bulk or to another edge through the bulk, it is perturbed by primary fields when quasiparticles can tunnel to or from the edge through the bulk. The topological structure of the bulk constrains the edge through the spectrum of primary fields.

As discussed in Sec. III.D, the edge of the Moore–Read Pfaffian quantum Hall state is a chiral Majorana fermion together with a free chiral boson \( \phi \) for the charge sector of the theory. As in the case of a \( p + ip \) superconductor, the primary fields of this theory determine how the edge is perturbed by the tunneling of quasiparticles between two edges through the bulk (Fendley et al., 2006, 2007a):

\[
S = \int d\tau \left[ \int dx \left[ L_{\text{edge}}(\psi_a, \phi_a) + L_{\text{edge}}(\psi_b, \phi_b) \right] + \lambda_1/2 \cos[\phi_a(0) - \phi_b(0)] \sqrt{2} + \lambda_0 \phi_a^\dagger \phi_b + \lambda_1/4 \sigma_\alpha(0) \sigma_\beta(0) \cos[\phi_a(0) - \phi_b(0)] / \sqrt{2} \right].
\]
causes the point contact to be pinched off (Fendley et al., 2006, 2007a; Feiguin, Fendley et al., 2008), but, at temperatures that are not too low, we can treat the tunneling of e/4 quasiparticles perturbatively and neglect other tunneling operators. Of course, the structure of the edge may be more complex than the minimal structure dictated by the bulk analyzed here. This depends on the details of the confining potential defining the system boundary, but, at low enough temperatures, the picture described here should still apply. Interesting information about the non-Abelian character of the Moore-Read Pfaffian state can be obtained from the temperature dependence of the tunneling conductance (Fendley et al., 2006, 2007a) and from current noise (Bena and Nayak, 2006).

Finally, we return to SU(2)_2. The SU(2)_2 WZW model is a triplet of chiral Majorana fermions, \( \psi_1, \psi_2, \psi_3 \)—i.e., three identical copies of the chiral Ising model. This triplet is the spin-1 primary field (with scaling dimension 1/2). The spin-1/2 primary field is roughly \(-\sigma_1\sigma_2\sigma_3\) with dimension 3/16 (a more precise expression involves the sum of products such as \(\sigma_1\sigma_2\mu_3\), where \(\mu\) is the Ising disorder operator dual to \(\sigma\)). This is one of the primary differences between the Ising model and SU(2)_2: \(\sigma\) is a dimension 1/16 field, while the spin-1/2 primary field of SU(2)_2 has dimension 3/16. Another way to understand the difference between the two models is that the SU(2)_2 WZW model has two extra Majorana fermions. The pair of Majorana fermions can be viewed equally well as a Dirac fermion or, through bosonization, as a free chiral boson, which has U(1) symmetry. Thus the Ising model is often written as SU(2)_2/U(1) to signify that the the U(1) chiral boson has been removed. This notion can be made precise with the notion of a coset conformal field theory (Di Francesco et al., 1997) or by adding a U(1) gauge field to the 2D action and coupling it to a U(1) subgroup of the SU(2) WZW field \(g\) (Gawędzki and Kupiainen, 1988; Karabali et al., 1989). The gauge field has no Maxwell term, so it serves only to eliminate some of the degrees of freedom, namely, the U(1) piece. As discussed in Sec. III.C, these differences are also manifested in the bulk, where they lead to differences in the Abelian phases which result from braiding but do not change the basic non-Abelian structure of the state.

On the other hand, the edge of the Moore-Read Pfaffian quantum Hall state is a chiral Majorana fermion together with a free chiral boson \(\phi\) which carries the charged degrees of freedom. So we restore the chiral boson that we eliminated in passing from SU(2)_2 to the Ising model, with one important difference. The compactification radius \(R\) (i.e., the theory is invariant under \(\phi \rightarrow \phi + 2\pi R\)) of the charged boson need not be the same as that of the boson that was removed by cosetting. For the special case of bosons at \(\nu=1\), the boson is, in fact, at the right radius. Therefore the charge boson can be fermionized so that there is a triplet of Majorana fermions. In this case, the edge theory is the SU(2)_2 WZW model (Fradkin et al., 1998). In the case of electrons at \(\nu=2+1/2\), the chiral boson is not at this radius, so the edge theory is U(1)_2 × Ising, which is not quite the SU(2)_2 WZW model.

F. Interferometry with anyons

In Sec. II we described an interference experiment that is designed to demonstrate the non-Abelian statistics of quasiparticles in the \(\nu=5/2\) state. We start by returning to this experiment, and using it as an exercise for the application of the calculational methods reviewed above. We then generalize our analysis to arbitrary SU(2)_k non-Abelian states and describe other experiments that share the same goal.

In the experiment described in Sec. II, a Fabry-Perot interference device is made of a Hall bar perturbed by two constrictions (see Fig. 2). The backscattered current is measured as a function of the cell area enclosed by the two constrictions and of the magnetic field. We assume that the system is at \(\nu=5/2\) and consider interference experiments which can determine if electrons are in the Moore-Read Pfaffian quantum Hall state.

Generally speaking, the amplitude for backscattering is a sum over trajectories that wind the cell \(\ell\) times, with \(\ell=0,1,2,\ldots\) an integer. The partial wave that winds the cell \(\ell\) times winds the \(n\) quasiparticles localized inside the cell \(\ell\) times. From the analysis in Sec. III.B, if electrons are in the Pfaffian state, the unitary transformation that the tunneling quasiparticle applies on the wave function of the zero-energy modes is

\[
(\hat{U}_n)^\ell = \left[ e^{i n a} \gamma_2 \prod_{i=1}^n \gamma_i \right]^\ell,
\]

(110)

where \(\gamma_i\)'s are the Majorana modes of the localized bulk quasiparticles, \(\gamma_a\) is the Majorana mode of the quasiparticle that flows around the cell, and \(a_n\) is an Abelian phase calculated below.

The difference between the even and odd values of \(n\), which we described in Sec. II, is evident from Eq. (110) when we look at the lowest order, \(\ell=1\). For even \(n\), \(\hat{U}_n\) is independent of \(\gamma_a\). Thus each tunneling quasiparticle applies the same unitary transformation on the ground state. The flowing current then measures the operator \(\hat{U}_n\) (more precisely, it measures the interference term, which is a Hermitian operator; from that term the value of \(\hat{U}_n\) may be extracted). In contrast, when \(n\) is odd the operator \(\hat{U}_n\) depends on \(\gamma_a\). Thus a different unitary operation is applied by every incoming quasiparticle. Moreover, the different unitary operators do not commute, and share no eigenvectors. Thus their expectation values average to zero, and no interference is observed. This analysis holds in fact for all odd values of \(\ell\).

The phase \(\alpha_n\) is composed of two parts. First, the quasiparticle accumulates an Aharonov-Bohm phase of \(2\pi e^*\Phi/\hbar\), where \(e^*=e/4\) is the quasiparticle charge for \(\nu=5/2\) and \(\Phi\) is the flux enclosed. And, second, the tunneling quasiparticle accumulates a phase as a consequence of its interaction with the \(n\) localized quasiparti-
\[ I_{bn} = \sum_{m=0}^{\infty} I_m \cos^2 mn \frac{\pi}{2} \cos m \left( \phi + \frac{n \pi}{4} + \frac{\pi m}{2} \right), \] (111)

where \( \tilde{n} = n \) for even \( n \) and \( \tilde{n} = n + 1 \) for odd \( n \). The \( m \)th term of this sum is the contribution from a process that loops around \( m \) times, which vanishes if \( n \) and \( m \) are both odd.

We can restate this analysis using the CFT description of the Moore-Read Pfaffian state. Charge-(\( e/4 \)) quasiparticles are associated with the operator \( \sigma e^{i \phi} z^n \). The fusion of \( n \) such quasiparticles is

\[ e^{i n \phi} \xi \times \begin{cases} 1, \\ \psi, \\ \sigma, \end{cases} \] (112)

where either of the first two is possible for even \( n \), and the last is the outcome of the fusion for odd \( n \). In order to determine the effect of braiding an incoming quasiparticle around the \( n \) bulk ones, we consider the possible fusion channels of one quasiparticle with Eq. (122). The fusion of the bosonic factors (i.e., the electrical charge) is

\[ e^{i n \phi(z_1)/\tilde{z}} e^{i\phi(z_2)/\tilde{z}} \to e^{i(n+1)\phi(z_1)/\tilde{z}} (z_1 - z_2)^{-n/8}, \] (113)

Thus, when the incoming quasiparticle, at coordinate \( z_2 \), encircles the bulk \( \ell \) times, it accumulates a phase of \( 2\pi n (n/8) \ell = n\ell \pi/4 \) purely as a result of the U(1) part of the theory. Now consider the neutral sector. The fusion of the \( \sigma \) operator depends on the state of the bulk. When the bulk has total topological charge \( 1 \), the fusion is trivial, and does not involve any accumulation of phases. When the bulk has total topological charge \( \psi \), the fusion is

\[ \sigma(z_2) \times \psi(z_1) \to \sigma(z_1) \times (z_1 - z_2)^{-1/2}, \] (114)

and an extra phase of \( \pi \ell \) is accumulated when the incoming quasiparticle winds the bulk quasiparticles \( \ell \) times. When the bulk has total topological charge \( \sigma \), i.e., when \( n \) is odd, the non-Abelian fusion rule applies [see Eq. (A3)], and

\[ \sigma(z_1) \times \sigma(z_2) \to (z_1 - z_2)^{-1/8} \left[ 1 + (z_1 - z_2)^{1/2} \phi(z_1) \right]. \] (115)

Since the probability for the two fusion outcomes is equal,\(^8\) for any odd \( \ell \) we get two interference patterns that are mutually shifted by \( \pi \), and hence mutually cancel one another, while for even \( \ell \) we get an extra phase of \( \ell \pi/4 \). Altogether, this reproduces the expression (111).

Now consider the same calculation using the relation between Chern-Simons theory and the Jones polynomial. For simplicity, just compute the current due to a single backscattering and neglect multiple-tunneling processes, which can be computed in a similar way. The elementary quasiparticles have \( j=1/2 \). These are the quasiparticles that will tunnel at the point contacts, either encircling the bulk quasiparticles or not. (Other quasiparticles will give a subleading contribution to the current because their tunneling amplitudes are smaller and less relevant in the RG sense.) First, consider the case in which there is a single \( j=1/2 \) quasiparticle in the bulk. The backscattered current is

\[ I_{bs} = I_0 + I_1 \Re \left[ e^{i\phi} \chi \rho(\sigma_2^2) |\chi\rangle \right]. \] (116)

The matrix element on the right-hand side is given by evaluation of the link in Fig. 10(a) (Fadkin et al., 1998; Bonderson, Kitaev, et al., 2006) (up to a normalization of the bra and ket; see Sec. III.C). The matrix element is between a state \( |\chi\rangle \), the state in which 1 and 2 fuse to the trivial particle as do 3 and 4 and the state \( \rho(\sigma_2^2) |\chi\rangle \). The former is the state in which the tunneling quasiparticle (qp 3) does not encircle the bulk quasiparticle (qp 2); the latter is the state in which it does. The matrix element between these two states determines the interference.

Using the recursion relation (77) as shown in Fig. 10, we obtain

\[ \langle \chi | \rho(\sigma_2^2) |\chi\rangle = (q + q^{-1}) d^2 + 2d = -d^2 + 2d. \] (117)

For \( k=2, d = \sqrt{2} \), and so this vanishes. Consequently, the interference term in Eq. (116) also vanishes, as found above by other methods. The case of an arbitrary odd number of quasiparticles in the island is similar.

Now consider the case in which there are an even number of quasiparticles in the island. For the sake of simplicity, we consider the case in which there are two quasiparticles in the bulk, i.e., a qubit. The pair can fuse to either \( j=0 \) or \( j=1 \). In the former case, it is clear that no phase is acquired [see Fig. 11(a)]. In the latter case, the recursion rule (77) gives us a \(-1\), as depicted in Fig. 11. This difference allows us to read out the value of a topologically protected qubit (Das Sarma et al., 2005).

What happens if the qubit is in a superposition of \( j=0 \) and \( j=1 \)? The interference measurement causes the tunneling quasiparticles to become entangled with the bulk quasiparticle (Overbosch and Bais, 2001; Freedman et al., 2006; Bonderson et al., 2007). When the integrated
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\[ \langle \chi | \rho(\sigma_2^2) |\chi\rangle. \]
current is large enough that many quasiparticles have tunneled and equilibrated at the current leads, the \( j = 0 \) and \( j = 1 \) possibilities will have decohered. The measurement will see one of the two possibilities with corresponding probabilities.

The experiment that we analyzed above for \( \nu = 5/2 \) may also be analyzed for other non-Abelian states. The computation using knot invariants can be immediately adapted to other SU(2)\(_k\) states by replacing \( d = \sqrt{2} \) with \( d = 2 \cos \pi/(k+2) \). We calculate the value of the Hopf link as in Figs. 10 and 11, with one of the loops corresponding to the tunneling quasiparticle and the other loop corresponding to the total topological charge of the bulk quasiparticles. The result can be written in the more general form (Bonderson, Shtengel, et al., 2006):

\[
I_{\text{ba}}(a) = I_0 + I_1 |M_{ab}| \cos(\beta + \theta_{ab}),
\]  

(118)

where \( M_{ab} \) is defined in terms of the S matrix:

\[
M_{ab} = S_{ab} S_{H}/S_{L_{ba}} S_{b},
\]

(119)

and \( M_{ab} = |M_{ab}| e^{i \theta_{ab}} \). Equation (118) gives the current due to a quasiparticle if the quasiparticles in the bulk fuse to \( b \). If the contribution of \( j = 1/2 \) quasiparticles dominates, as in the \( \nu = 5/2 \) case, then we should set \( a = 1/2 \) in this equation. For the level \( k = 3 \) case, taking \( a = 1/2, M_{ab} = 1 \) for \( b = 0, \frac{1}{2} \) while \( M_{ab} = \phi^{-2} \) for \( b = \frac{1}{2}, 1 \), where \( \phi \) is the golden mean, \( \phi = (1 + \sqrt{5})/2 \). (In \( S_3 \) parafermion language, \( b = 0, \frac{1}{2} \) corresponds to the fields \( \mathbf{1}, \psi_{1,2} \), while \( b = \frac{1}{2}, 1 \) corresponds to the fields \( \sigma_{1,2,3} \).

Finally, we analyze the operation of an interferometer using the edge theory (109). The preceding discussion assumed that the current is carried by noninteracting anyonic quasiparticles. However, the edge is gapless and, in general, does not even have well-defined quasiparticles. Therefore a computation using the edge theory is more complete. The expected results are recovered since they are determined by the topological structure of the state, which is shared by both the bulk and the edge. However, the edge theory also enables one to determine the temperature and voltage dependences of \( I_0, I_1, \ldots \) in Eqs. (111) and (116) (Bishara and Nayak, 2007; Fidkowski, 2007; Ardonne and Kim, 2008). As is discussed in these papers, at finite temperature, interference will not be visible if the two point contacts are further apart than the thermal length scale \( L_{\phi} \), where \( L_{\phi} = \hbar g/(\frac{1}{v_c} + \frac{1}{v_n}) \), if the charged and neutral mode velocities are \( v_c \) and \( v_n \). Another important feature is that the interfer-

ence term (when it is nonvanishing) is oscillatory in the source-drain voltage while the \( I_0 \) term has a power-law dependence.

The assumption that the edge and the bulk are well separated is crucial to the above calculations of interference, but in practice this may not be the case. When there is bulk-edge tunneling one might imagine that a quasiparticle moving along the edge may tunnel into the bulk for a moment and thereby evade encircling some localized quasiparticles, thus smearing out any interference pattern. The first theoretical steps toward analyzing this situation have been taken by Overbosch and Wen (2007) and Rosenow et al. (2008), where tunneling to a single impurity is considered. Surprisingly, it is found that the interference pattern is full strength in both the strong- as well as the weak-tunneling limits.

While the experiment described for the \( \nu = 5/2 \) state does not require precise determination of \( n \), as it is only its parity that determines the amplitude of the interference pattern, it does require that the number \( n \) does not fluctuate within the duration of the experiment. Generally, fluctuations in \( n \) would be suppressed by low temperature, large charging energy, and diminished tunnel coupling between the bulk and the edge. However, when their suppression is not strong enough, and \( n \) fluctuates over a range much larger than 1 within the time of the measurement, two signatures of the non-Abelian statistics of quasiparticles survive, at least as long as the characteristic time scale of these fluctuations is much longer than the time between backscattering events. First, any change in \( n \) would translate to a change in the backscattered current, or the two-terminal conductance of the device. Hence fluctuations in \( n \) would introduce current noise of the telegraph type, with a unique frequency dependence (Grosfeld et al., 2006). Second, fluctuations in \( n \) would suppress all terms in Eq. (111) other than those where \( m = 4k \) with \( k \) an integer. Thus the backscattered current will have a periodicity of one flux quantum \( \Phi_0 \), and the visibility of flux oscillations, for weak backscattering, will be \( I_1/I_0 \approx 3^{-3} \).

A similar relation holds also for another type of interference experiment, in which the interferometer is of the Mach-Zehnder type, rather than the Fabry-Perot type. [A Mach-Zehnder interferometer has already been constructed in the integer quantum Hall regime (Ji et al., 2003).] If we are to describe the Mach-Zehnder interferometer in a language close to that we used for the Fabry-Perot one, we should note the following important differences. First, no multiple-backscattering events are allowed; and, second, since the area enclosed by the interfering partial waves now encompasses the inner edge, the quantum state of the encircled area changes with each tunneling quasiparticle. Thus it is not surprising that the outcome of an interference experiment in a Mach-Zehnder geometry will be very close to that of a Fabry-Perot experiment with strong fluctuations in \( n \). The telegraph noise in the Fabry-Perot case (Grosfeld et al., 2006) becomes shot noise in the Mach-Zehnder case. Remarkably (Feldman et al., 2007), the effective charge

\[ \text{FIG. 11. We can obtain the result of taking a } j = 1/2 \text{ quasiparticle around a qubit from the two diagrams. In (a) The qubit is in the state 0, while in (b) it is in state 1. These diagrams are similar to the left-hand side of Fig. 10, but with the loop on the right replaced by a loop with (a) } j = 0 \text{ or (b) } j = 1. \]
extracted from that noise carries a signature of the non-Abelian statistics: as the flux is varied, the charge changes from $e/4$ to about $3e$.

Other than interference experiments, there are several proposals for experiments that probe certain aspects of the physics of non-Abelian states. The degeneracy of the ground state in the presence of vortices may be of the physics of non-Abelian states. The degeneracy of the ground state of the system, with a density proportional to $e$. For a clean enough sample and a low enough density, quasiparticles form a lattice. In that lattice, the Majorana zero modes of different quasiparticles couple by tunneling, and the degeneracy of the ground states is removed. The sub-space of multiply degenerate ground states is then replaced by a band of excitations. The neutrality of the Majorana modes is removed too, and the excitations carry a charge that is proportional to their energy. This charge causes these modes to weakly couple to an externally applied electric field, and provides a mechanism for a dissipation of energy, with a characteristic dependence on the wave vector and frequency of the electric field. Since the tunnel coupling between neighboring quasiparticles depends exponentially on their separation, this mechanism will be exponentially sensitive to the distance of the filling factor from $5/2$ (Grosfeld and Stern, 2006).

G. Lattice models with $P,T$-invariant topological phases

Our discussion of topological phases has revolved around fractional quantum Hall states because these are the only ones known to occur in nature [although two-dimensional $^3$He-A (Leggett, 1975; Volovik, 1994) and Sr$_2$RuO$_4$ may join this list (Kidwingira et al., 2006; Xia et al., 2006)]. However, there is nothing inherent in the definition of a topological phase that consigns it to the regime of high magnetic fields and low temperatures. Indeed, highly idealized models of frustrated magnets also show such phases, as discussed in Sec. II.D. Of course, it is an open question whether these models have anything to do with any real electronic materials or their analogs with cold atoms in optical lattices, i.e., whether the idealized models can be adiabatically connected to more realistic models. In this section, we do not attempt to answer this question but focus, instead, on understanding how these models of topological phases can be solved. As we show, their solubility lies in their incorporation of the basic topological structure of the corresponding phases.

One way in which a topological phase can emerge from some microscopic model of interacting electrons, spins, or cold atoms is if the low-lying degrees of freedom of the microscopic model can be mapped to the degrees of freedom of the topological phase in question. As we show in Sec. III.C, these degrees of freedom are Wilson loops (59). Loops are the natural degrees of freedom in a topological phase because the topological charge of a particle or collection of particles can only be determined, in general, by taking a test particle around the particle or collection in question. Therefore the most direct way in which a system can settle into a topological phase is if the microscopic degrees of freedom organize themselves so that the low-energy degrees of freedom are loops or, as we show below, string nets (in which we allow vertices into which three lines can run). As described below, the Hilbert space of a non-chiral topological phase can be described roughly as a Fock space for loops (Freedman et al., 2004). Wilson loop operators are essentially creation or annihilation operators for loops. The Hilbert space is spanned by basis states, which can be built up by acting with Wilson loop operators on the state with no loops, i.e., $|\gamma_1 \cup \ldots \cup \gamma_n\rangle = W[\gamma_1] \cdots W[\gamma_n]|\emptyset\rangle$ is analogous to $|k_1, \ldots, k_2\rangle = a_{k_1}^\dagger \cdots a_{k_2}^\dagger |0\rangle$. An important difference is that states in the topological theory must satisfy extra constraints in order to correctly represent the algebra of the operators $W[\gamma]$. If we write an arbitrary state $|\Psi\rangle$ in the basis given above, $\Psi[\gamma_1 \cup \ldots \cup \gamma_n]=|\Psi\rangle \gamma_1 \cup \ldots \cup \gamma_n\rangle$, then the ground state(s) of the theory are linearly independent, $\Psi[\gamma_1 \cup \ldots \cup \gamma_n]$ satisfying some constraints.

In fact, we have seen an example of this in Sec. II.D: Kitaev’s toric code model (18). We now represent the solution in a way which makes the emergence of loops clear. We color every link of the lattice on which the spin points up. Then, the first term in Eq. (18) requires that there be an even number of colored links emerging from each site on the lattice. In other words, the colored links form loops which never terminate. On the square lattice, loops can cross, but they cannot cross on the honeycomb lattice; for this reason, we find it more convenient to work on the honeycomb lattice. The second term in the Hamiltonian requires that the ground state satisfy three further properties: the amplitude for two configurations is the same if one configuration can be transformed into another by (i) deforming some loop without cutting it, (ii) removing a loop that runs around a single plaquette of the lattice, or (iii) cutting open two loops that approach each other within a lattice spacing and rejoining them into a single loop (or vice versa), which is called surgery. A vertex at which the first term in the Hamiltonian is not satisfied is an excitation, as is a plaquette at which the second term is not satisfied. The first type of excitation acquires a $-1$ when it is taken around the second.

The toric code is associated with the low-energy physics of the deconfined phase of $Z_2$ gauge theory (Fradkin and Shenker, 1975; Kogut, 1979; see also Senthil and Fisher, 2000) for strongly correlated electron systems. This low-energy physics can be described by an Abelian BF theory (Hansson et al., 2004):

$$S = \frac{1}{\pi} \int e_\mu e^{\mu\nu} \partial_\nu a_\lambda = SC_{\mu}(a + \frac{1}{2} e) - SC_{\mu}(a - \frac{1}{2} e).$$

(120)

$e_\mu$ is usually denoted $b_\mu$ and $e^{\mu\nu} \partial_\nu a_\lambda = 1/2 e^{\mu\nu} a_\lambda$, hence the name “BF.” Note that this theory is nonchiral. Un-
order a combined parity and time-reversal transformation, \( e_\mu \) must change sign, and the action is invariant. This is important since it enables the fluctuating loops described above to represent the Wilson loops of the gauge field \( a_\mu \). In a chiral theory, it is not clear how to do this since \( a_1 \) and \( a_2 \) do not commute with each other. They cannot both be diagonalized; we must arbitrarily choose one direction in which Wilson loops are diagonal operators. It is not clear how this will emerge from some microscopic model, where we would expect that loops would not have a preferred direction, as shown above in the toric code. Therefore we focus on nonchiral phases, in particular, the SU(2)\(_n\) analog of Eq. (120) (Cattaneo et al., 1995):

\[
S = S^{k}_{CS}(a + e) - S^{k}_{CS}(a - e)
\]

\[
= \frac{k}{4\pi} \int \text{tr} \left( e \wedge f + \frac{1}{3} e \wedge e \wedge e \right).
\]  

We call this theory doubled SU(2)\(_n\) Chern-Simons theory (Freedman et al., 2004).

We want a microscopic lattice model whose low-energy Hilbert space is composed of wave functions \( \Psi[\gamma_1 \cup \cdots \cup \gamma_{j\gamma}] \) which assign a complex amplitude to a given configuration of loops. The model must differ from the toric code in the constraints that it imposes on these wave functions. The corresponding constraints for Eq. (121) are essentially the rules for Wilson loops that we discussed in Sec. III.C (Freedman et al., 2004). For instance, ground state wave functions should not give the same amplitude for two configurations if one configuration can be transformed into another by removing a loop which runs around a single plaquette of the lattice. Instead, the amplitude for the former configuration can be transformed into another by removing a loop which runs around a single plaquette of the lattice. Therefore we focus on nonchiral phases, in particular, the SU(2)\(_n\) analog of Eq. (120) (Cattaneo et al., 1995):

\[
S = S^{k}_{CS}(a + e) - S^{k}_{CS}(a - e)
\]

\[
= \frac{k}{4\pi} \int \text{tr} \left( e \wedge f + \frac{1}{3} e \wedge e \wedge e \right).
\]  

We call this theory doubled SU(2)\(_n\) Chern-Simons theory (Freedman et al., 2004).

We want a microscopic lattice model whose low-energy Hilbert space is composed of wave functions \( \Psi[\gamma_1 \cup \cdots \cup \gamma_{j\gamma}] \) which assign a complex amplitude to a given configuration of loops. The model must differ from the toric code in the constraints that it imposes on these wave functions. The corresponding constraints for Eq. (121) are essentially the rules for Wilson loops that we discussed in Sec. III.C (Freedman et al., 2004). For instance, ground state wave functions should not give the same amplitude for two configurations if one configuration can be transformed into another by removing a loop which runs around a single plaquette of the lattice. Instead, the amplitude for the former configuration should be larger by a factor of \( d = 2 \cos \pi/(k+2) \), which is the value of a single unknot Wilson loop. Meanwhile, the appropriate surgery relation is not the joining of two nearby loops into a single one, but instead the condition that, when \( k + 1 \) lines come close together, the amplitudes for configurations in which they are cut open and rejoined in different ways satisfy some linear relation. This relation is essentially the requirement that the \( j = (k+1)/2 \) Jones-Wenzl projector should vanish within any loop configuration, as expected since a Wilson loop carrying the corresponding SU(2) representation should vanish.

The basic operators in the theory are Wilson loops \( \mathcal{W}[\gamma] \) of the gauge field \( a_\mu \) in Eq. (121) in the fundamental \( (j=1/2) \) representation of SU(2). A Wilson loop in a higher-\( j \) representation can be constructed by taking \( 2j \) copies of a \( j=1/2 \) Wilson loop and using the appropriate Jones-Wenzl projector to eliminate the other representations which result in the fusion of \( 2j \) copies of \( j=1/2 \). If the wave function satisfies the constraint mentioned above, then it will vanish identically if acted on by a \( j > k/2 \) Wilson loop.

These conditions are of a topological nature, so they are most natural in the continuum. In constructing a lattice model from which they emerge, we have a certain amount of freedom in deciding how these conditions are realized at the lattice scale. Depending on our choice of short-distance regularization, the model may be more or less easily solved. In some cases, an inconvenient choice of short-distance regularization may actually drive the system out of the desired topological phase. Loops on the lattice prove not to be the most convenient regularization of loops in the continuum, essentially because, when \( d \) is large, the lattice fills up with loops which then have no freedom to fluctuate (Freedman et al., 2004). Instead, trivalent graphs on the lattice prove to be a better way of proceeding [and, in the case of SU(3)\(_k\) and other gauge groups, trivalent graphs are essential (Turaev and Viro, 1992; Kuperberg, 1996)]. The most convenient lattice is the honeycomb lattice, since each vertex is trivalent. A trivalent graph is a subset of links on the honeycomb lattice such that no vertex has only a single link from the subset emanating from it. Zero, two, or three links can emanate from a vertex, corresponding to vertices which are not visited by the trivalent graph, vertices through which a curve passes, and vertices at which three curves meet. We penalize energetically vertices from which a single colored link emanates. The ground state will not contain such vertices which will be quasiparticle excitations. Therefore, the ground state \( \Psi[\Gamma] \) assigns a complex amplitude to a trivalent graph \( \Gamma \).

Such a structure arises in a manner analogous to the loop structure of the toric code: if we have spins on links of the honeycomb lattice, then an appropriate choice of interaction at each vertex requires that colored links (on which the spin points up) form a trivalent graph. We note that links can be given a further labeling, although we will not discuss this more complicated situation in detail. Each colored link can be assigned a \( j \) in the set \( 1/2, 1, \ldots, k/2 \). Uncolored links are assigned \( j=0 \). Rather than spin-1/2 spins on each link, we take spin \( k/2 \) on each link, with \( S_z = -k/2 \) corresponding to \( j=0 \), \( S_z = -k/2+1 \) corresponding to \( j=1/2 \), etc. (or, perhaps, we consider models with rather different microscopic degrees of freedom). In this case, we require that links around each vertex should satisfy the branching rules of SU(2)\(_k\): \( j_1 - j_2 \geq j_3 \leq \min(j_1 + j_2, k/2 - j_1 - j_2) \). The case described in the previous paragraph, without the additional \( j \) label, could be applied to the level \( k=1 \) case, with colored links carrying \( j=1/2 \), or to level \( k=3 \), with colored links carrying \( j=1 \), as discussed further below. A trivalent graph represents a loop configuration in the manner depicted in Fig. 12(a). One nice feature is that the Jones-Wenzl projections are enforced on every link from the start, so no corresponding surgery constraint is needed.

If we want a lattice model to be in the doubled SU(2)\(_3\) universality class, which has quasiparticle excitations that are Fibonacci anyons, then its Hamiltonian should impose the following: all low-energy states should have vanishing amplitude on configurations that are not trivalent graphs, as defined above; and the amplitude for a configuration with a contractible loop should be larger than the amplitude for a configuration without this loop.
by $d=2 \cos(\pi/5) = \phi = (1 + \sqrt{5})/2$ for a closed, contractible loop. These conditions can be imposed by terms in the Hamiltonian which are more complicated versions of the vertex and plaquette terms of Eq. (18). It is furthermore necessary for the ground state wave function(s) to assign the same amplitude to any two trivalent graphs which can be continuously deformed into each other. However, as mentioned above, surgery is not necessary. The Hamiltonian takes the form (Levin and Wen, 2005b; see also Turaev and Viro, 1992)

$$H = -J_1 \sum A_i - J_2 \sum_{p \neq 0} F_p^{(l)}.$$  

(122)

Here and below, we specialize to $k=3$. The degrees of freedom on each link are $s=1/2$ spins; $s_z = \pm \frac{1}{2}$ is interpreted as a $j=1$ colored link, while $s_z = \pm \frac{3}{2}$ is interpreted as a $j=0$ uncolored link. The vertex terms impose the triangle inequality $|j_1 - j_2| \geq j_3 \leq |j_1 + j_2| / 2 - |j_1 - j_2|$ on the three $j$'s on links neighboring each vertex. For Fibonacci anyons (see Sec. 4.2), which can only have $j=0, 1, 2$, this means that if links with $j=1$ are colored, then the colored links must form a trivalent graph, i.e., no vertex can have only a single up spin adjacent to it. (There is no further requirement, unlike in the general case, in which there are additional labels on the trivalent graph.)

The plaquette terms in the Hamiltonian are complicated in form but their action can be understood in the following way. We imagine adding to a plaquette a loop $\gamma$ carrying representation $j$ and require that the amplitude for the new configuration $\mathcal{P} [\Gamma \cup \gamma]$ be larger than the amplitude for the old configuration by a factor of $d_j$. For Fibonacci anyons, the only nontrivial representation is $j=1$; we require that the wave function change by a factor of $\lambda = \phi$ when such a loop is added. If the plaquette is empty, then “adding a loop” is simple. We have a new trivalent graph with one extra loop. If the plaquette is not empty, however, then we need to specify how to add the additional loop to the occupied links. We draw the new loop in the interior of the plaquette so that it runs alongside the links of the plaquette, some of which are occupied. Then we use the $F$ matrix, as depicted in Fig. 12(b), to recouple links of the plaquette (Levin and Wen, 2005b; see also Turaev and Viro, 1992). This transforms the plaquette so that it is now in a superposition of states with different $j$'s, as depicted in Fig. 12(b); the coefficients in the superposition are sums of products of elements of the $F$ matrix. The plaquette term commutes with the vertex terms since adding a loop to a plaquette cannot violate the triangle inequality [see Fig. 12(a)]. Clearly, vertex terms commute with each other, as do distant plaquette terms. Plaquette terms on adjacent plaquettes also commute because they add loops to the link which they share. (This is related to the pentagon identity, which expresses the associativity of fusion.) Therefore the model is exactly soluble since all terms can be simultaneously diagonalized. Vertices with a single adjacent colored link (i.e., monovalent vertices) are non-Abelian anyonic excitations carrying $j=1$ under the SU(2) gauge group of $a_{\mu}^q$ in Eq. (121). A state at which the plaquette term in Eq. (122) is not satisfied is a non-Abelian anyonic excitation carrying $j=1$ under the SU(2) gauge group of $e_{\mu}^q$ (or, equivalently, $a_{\mu}^q$ flux).

One interesting feature of the ground state wave function $\mathcal{P} [\Gamma]$ of Eq. (122), and of related models with loop representations (Freedman et al., 2004; Fendley and Fradkin, 2005; Fidkowski et al., 2006), is their relation to the Boltzmann weights of statistical mechanical models. For instance, the norm squared of the ground state of the $(q=\phi+2)$-state Potts model extrapolated to infinite temperature $\beta=0$. The square of the ground state of the toric code (18) is the low-temperature expansion of the Boltzmann weight of the $(q=2)$-state Potts model extrapolated to infinite temperature $\beta=0$. On the other hand, the partition functions of $O(n)$ loop gas models of statistical mechanics, with $n=\deg^2$. These relations allow one to use known results from statistical mechanics to compute equal-time ground state correlation functions in a topological ground state, although the interesting ones are usually of operators which are nonlocal in the original quantum-mechanical degrees of freedom of the model.

It is also worth noting that a quasi-one-dimensional analog has been studied (Bonesteel and Yang, 2007; Feiguin, Trebst, et al., 2007). It is gapless for a single chain and has an interesting phase diagram for ladders.

Finally, we note that the model of Levin and Wen is artificial looking. However, a model in the same universality class might emerge from simpler models (Fidkowski et al., 2006). Since Eq. (122) has a gap, it will be stable against small perturbations. In the case of the toric code, it is known that even fairly large perturbations do not destabilize the state (Trebst et al., 2007).
A qubit is a unitary transformation of a single quasiparticle [\(i\) or \(\psi\), depending on the sign of the total topological charge of the pair in which it is placed]. It is illustrated in Fig. 12.

If \(\alpha\) and \(\beta\) are different qubits, then we apply the transformation

\[
U = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 0 & -i \\
0 & 1 & -i & 0 \\
0 & -i & 1 & 0 \\
-i & 0 & 0 & 1
\end{pmatrix}
\]

(123)

to the two-qubit Hilbert space.

By coupling two qubits in this way, a CNOT gate can be constructed. Suppose that we have four quasiparticles. Then, the first pair can fuse to either \(i\) or \(\psi\), as can the second pair. Naively, this is four states but, in fact, it is really two states with total topological charge \(i\) and two states with total topological charge \(\psi\). These two subspaces cannot mix by braiding the four quasiparticles. However, by braiding our qubits with additional quasiparticles, we can mix these four states. (In our single-qubit NOT gate, we did this using quasiparticles from the edge.) Therefore, following Georgiev (2006), we consider a system with six quasiparticles. Quasiparticles 1 and 2 will be qubit 1; when they fuse to 1 or \(\psi\), qubit 1 is in state \(|0\rangle\) or \(|1\rangle\). Quasiparticles 5 and 6 will be qubit 2; when they fuse to 1 or \(\psi\), qubit 2 is in state \(|0\rangle\) or \(|1\rangle\).

Quasiparticles 3 and 4 soak up the extra \(\psi\), if necessary to maintain total topological charge \(i\) for the entire six-quasiparticle system. In the four states \([0, 0], [1, 0], [0, 1]\), and \([1, 1]\), the quasiparticle pairs fuse to \([1, 1], 1, 0, \psi, 1, \psi\), and to \(\psi, 1, \psi\), respectively.

In this basis, \(\rho(\sigma_i), \rho(\sigma_3), \rho(\sigma_5)\) are diagonal, while \(\rho(\sigma_2)\) and \(\rho(\sigma_4)\) are off diagonal [e.g., \(\rho(\sigma_2)\) is Eq. (123) rewritten in the two-qubit–six-quasiparticle basis]. By direct calculation [e.g., by using \(\rho(\sigma_i) = e^{i(\pi/4)\gamma_{i+1}}\)], it can be shown (Georgiev, 2006) that

\[
\rho(\sigma_5^{-1}\sigma_4\sigma_3\sigma_1\sigma_5\sigma_4^{-1}) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{pmatrix}
\]

(124)

which is simply a controlled-NOT (CNOT) operation.

One can presumably continue in this way, with one extra pair of quasiparticles, which is used to soak up an extra \(\psi\) if necessary. However, this is not a particularly convenient way of proceeding since various gates will be different for different numbers of particles: the CNOT gate above exploited the extra quasiparticle pair which is shared equally between the two qubits acted on by the gate, but this will not work in the same way for more than two qubits. Instead, it would be easier to encode each qubit in four quasiparticles. If each quartet of quasiparticles has total topological charge \(i\), then it can be in either of two states since a given pair within a quartet can fuse to either \(i\) or \(\psi\). In other words, each quasiparticle pair comes with its own spare pair of quasiparticles to soak up its \(\psi\) if necessary.

Unfortunately, the SU(2) phase of matter is not capable of universal quantum computation, i.e., the transformations generated by braiding operations are not sufficient to implement all possible unitary transformations (Freedman et al., 2002a, 2002b). The reason for this shortcoming is that, in this theory, braiding of two par-
articles has the effect of a 90° rotation \(\text{(Nayak and Wilczek, 1996)}\) in the multiquasiparticle Hilbert space. Composing such 90° rotations will clearly not allow one to construct arbitrary unitary operations (the set of 90° rotations form a finite closed set).

However, we do not need to supplement braiding with much in order to obtain a universal gate set. All that is needed is a single-qubit \(\pi/8\) phase gate and a two-qubit measurement. One way to implement these extra gates is to use some nontopological operations \(\text{(Bravyi, 2006)}\). First, consider the single-qubit phase gate. Suppose quasiparticles 1, 2, 3, 4 comprise the qubit. The states \(|0\rangle\) and \(|1\rangle\) correspond to 1 and 2 fusing to 1 or \(\psi\) (3 and 4 must fuse to the same as 1 and 2, since the total topological charge is required to be \(1\)). If we bring quasiparticles 1 and 2 close together, then their splitting will become appreciable. We expect it to depend on the separation \(r\) as \(\Delta E(r) \sim e^{-r\Delta/c}\), where \(r\) is the distance between quasiparticles and \(c\) is some constant with dimensions of velocity. If we wait a time \(T_p\) before pulling the quasiparticles apart again, then we apply the phase gate \(\text{(Freedman et al., 2006)}\)

\[
U_p = \text{diag}(1, e^{i\Delta E(T_p)}). 
\]

If the time \(T\) and distance \(r\) are chosen so that \(\Delta E(r)T_p = \pi/4\), then, up to an overall phase, we apply the phase gate

\[
U_{\pi/8} = \begin{pmatrix} e^{-i\pi/8} & 0 \\ 0 & e^{i\pi/8} \end{pmatrix}. \tag{125}
\]

We note that, in principle, by measuring the energy when the two quasiparticles are brought together, the state of the qubit can be measured.

The other gate that we need for universal quantum computation is the nondestructive measurement of the total topological charge of any four quasiparticles. This can be done with an interference measurement. Suppose we have two qubits which are associated with quasiparticles 1, 2, 3, 4 and quasiparticles 5, 6, 7, 8, and we measure the total topological charge of \(3, 4, 5, 6\). The interference measurement is of the type described in Sec. II.C.3: edge currents tunnel across the bulk at two points on either side of the set of four quasiparticles. Depending on whether the four quasiparticles have total topological charge \(|\rangle\) or \(\psi\), the two possible trajectories interfere with a phase \(\pm 1\). We can thereby measure the total parity of two qubits. (For more details, see Friedman et al., 2006.)

Neither of these gates can be applied exactly, which means surrendering some of the protection we have worked so hard to obtain and we need some software error correction. However, it is not necessary for the \(\pi/8\) phase gate or the two-qubit measurement to be extremely accurate in order for error correction to work. The former needs to be accurate to within 14% and the latter to within 38% \(\text{(Bravyi, 2006)}\). Thus the requisite quantum error correction protocols are not particularly stringent.

An alternate solution, at least in principle, involves changing the topology of the manifold on which the quasiparticles live \(\text{(Bravyi and Kitaev, 2001)}\). This can be realized in a device by performing interference measure-

ments in the presence of moving quasiparticles \(\text{(Freedman et al., 2006)}\).

However, a more elegant approach is to work with a non-Abelian topological state which supports universal topological quantum computation through quasiparticle braiding alone. In the next section, we give an example of such a state and how quantum computation can be performed with it. In Sec. IV.C, we sketch the proof that a large class of such states is universal.

B. Fibonacci anyons: A simple example that is universal for quantum computation

One of the simplest models of non-Abelian statistics is known as the Fibonacci anyon model, or golden theory \(\text{(Freedman et al., 2002a; Preskill, 2004; Bonesteel et al., 2005; Hormoz et al., 2007)}\). In this model, there are only two fields: the identity \(|1\rangle\) as well as a single nontrivial field usually called \(\tau\) which represents the non-Abelian quasiparticle. (Note that there is no field representing the underlying electron in this simplified theory.) There is a single nontrivial fusion rule in this model,

\[
\tau \times \tau = 1 + \tau, \tag{126}
\]

which results in the Bratteli diagram given in Fig. 9(b). This model is particularly simple in that any cluster of quasiparticles can fuse to only \(1\) or \(\tau\).

The \(j=0\) and \(1\) quasiparticles in \(\text{SU}(2)\) satisfy the fusion rules of Fibonacci anyons. Therefore if we omit the \(j=1/2\) and \(3/2\) quasiparticles from \(\text{SU}(2)\), we have Fibonacci anyons. This is perfectly consistent since half-integral \(j\) will never arise from the fusions of integral \(j\)'s; the model with only integer spins can be called \(\text{SO}(3)\) or, sometimes the even part of \(\text{SU}(2)\). As a result of the connection to \(\text{SU}(2)\), sometimes \(1\) is called \(q\)-spin 0 and \(\tau\) is called \(q\)-spin 1 (see Hormoz et al., 2007). \(Z_3\) parafermions are equivalent to a coset theory \(\text{SU}(2)_3/\text{U}(1)\). This can be realized with an \(\text{SU}(2)_3\) WZW model in which the \(U(1)\) subgroup is coupled to a gauge field \(\text{(Gawędzki and Kupiainen, 1988; Karabali et al., 1989)}\).

Consequently, \(Z_3\) parafermions have the same fusion rules as \(\text{SU}(2)_3\); there are some phase differences between the two theories which show up in the \(R\) and \(F\) matrices. In the \(Z_3\) parafermion theory, the field \(\epsilon\) that results from fusing \(\sigma_i\) with \(\phi_1\) satisfies the Fibonacci fusion rule Eq. (126), i.e., \(\epsilon \times \epsilon = 1 + \epsilon\).

As with the \(Z_3\) parafermion model described above, the dimension of the Hilbert space with \(n\) quasiparticles \(\text[i.e., the number of paths through the Bratteli diagram Fig. 9(b), terminating at \(1\), is given by the Fibonacci number \(\text{Fib}(n-1)\); hence the name Fibonacci anyons. And similarly the number terminating at \(\tau\) is \(\text{Fib}(n)\). Therefore the quantum dimension of the \(\tau\) particle is the golden mean \(d_s = \phi = (1 + \sqrt{5})/2\) (from which the theory receives the name “golden theory”)]. The Fibonacci model is the simplest known non-Abelian model that is capable of universal quantum computation \(\text{(Freedman et al., 2002a)}\). [In the next section, the proof will be described for \(\text{SU}(2)_3\), but the Fibonacci theory, which is its
A convenient notation for three particles, shown using several notations. The “quantum number” of an individual particle is \( \tau \). In the parentheses and ellipse notation (middle), each particle is shown as a black dot, and each pair of parentheses or ellipse around a group of particles is labeled at the lower right with the total quantum number associated with the fusion of that group. Analogously, in the fusion tree notation (right) we group particles as described by the branching of the tree, and each line is labeled with the quantum number corresponding to the fusion of all particles in the branches above it. For example, on the top line the two particles on the left fuse to form \( 1 \) which then fuses with the remaining particle on the right to form \( \tau \). As discussed in Sec. IV.B.3, three Fibonacci particles can be used to represent a qubit. The three possible states are labeled (far left) as the logical \([0], [1]\), and \([N]\) (noncomputational) of the qubit.

even part, is also universal.] It is thus useful to study this model in detail. Many principles described here will generalize to other non-Abelian models. We note that a detailed discussion of computing with the Fibonacci model has also been given by Hormozi et al. (2007).

1. Structure of the Hilbert space

An important feature of non-Abelian systems is the detailed structure of the Hilbert space. A given state in the space will be described by “fusion path,” or “fusion tree” (see the Appendix). For example, using the fusion rule (126) or examining the Bratteli diagram we see that when two \( \tau \) particles are present, they may fusion into two possible orthogonal degenerate states—one in which they fuse to form \( 1 \) and one in which they fuse to form \( \tau \). A convenient notation (Bonesteel et al., 2005) for these two states is \([\langle \cdot, \cdot \rangle_1]\) and \([\langle \cdot, \cdot \rangle_\tau]\). Here each \( \cdot \) represents a particle. From the fusion rule, when a third is added to two particles already in the \( 1 \) state [i.e., in \([\langle \cdot, \cdot \rangle_1]\)] it must fuse to form \( \tau \). We denote the resulting state as \([\langle \cdot, \cdot \rangle_1, \cdot, \cdot \rangle_\tau]\). But if the third is added to two in the \( \tau \) state, it may fuse to form either \( \tau \) or \( 1 \), giving the two states \([\langle \cdot, \cdot, \cdot \rangle_\tau]\) and \([\langle \cdot, \cdot, \cdot \rangle_1]\) respectively. (The notations \([0], [1]\), and \([N]\) will be discussed further below.) Thus we have a three-dimensional Hilbert space for three particles, shown using several notations in Fig. 14.

In the previous example, and in Fig. 14, we have chosen to fuse particles together starting at the left and going to the right. It is, of course, also possible to fuse particles in the opposite order, fusing the two particles on the right first, and then fusing with the particle furthest on the left last. We can correspondingly denote the three resulting states as \([\langle \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle_\tau]\) and \([\langle \cdot, \cdot, \cdot \rangle_1, \cdot, \cdot \rangle_\tau]\). The space of states that is spanned by fusion of non-Abelian particles is independent of the fusion order. However, different fusion orders result in a different basis set for that space. This change of basis is precisely that given by the \( F \) matrix. For Fibonacci anyons it is easy to see that

\[
[\langle \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle_\tau] = [\langle \cdot, \cdot, \cdot \rangle_1, \cdot, \cdot \rangle_\tau],
\]

since in either fusion order there is only a single state that has total topological charge \( 1 \) (the overall quantum number of a group of particles is independent of the basis). However, the other two states of the three-particle space transform nontrivially under change of fusion order. As described in the Appendix, we can write a change of basis using the \( F \) matrix as

\[
[\langle \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle_\tau] = \sum_i [F_{ki}^{\tau}]^\dagger [\langle \cdot, \cdot, \cdot \rangle_i, \cdot, \cdot \rangle_{\tau}]_\tau, \tag{128}
\]

where \( i, j, k \) take the values of the fields \( 1 \) or \( \tau \). (This is just a rewriting of a special case of Fig. 23.) Clearly from Eq. (127), \( F_{\tau}^{\tau} \) is trivially unity. However, the \( 2 \times 2 \) matrix \( F_{\tau}^{\tau} \) is nontrivial,

\[
[F_{\tau}^{\tau}] = \begin{pmatrix} F_{11} & F_{1\tau} \\ F_{\tau 1} & F_{\tau \tau} \end{pmatrix} = \begin{pmatrix} \phi^{-1} & \sqrt{\phi^{-1}} \\ \sqrt{\phi} & \phi^{-1} \end{pmatrix}. \tag{129}
\]

Using this \( F \) matrix, one can translate between bases that describe arbitrary fusion orders of many particles.

For the Fibonacci theory (Preskill, 2004), it turns out to be easy to calculate the \( F \) matrix using a consistency condition known as the pentagon equation (Moore and Seiberg, 1988, 1989; Fuchs, 1992; Gomez et al., 1996). This condition says that one should be able to make changes of basis for four particles in several ways and still get the same result in the end. As an example, consider

\[
[\langle \cdot, \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle]_\tau = [\langle \cdot, \cdot, \cdot, \cdot \rangle_1, \cdot, \cdot \rangle]_\tau,
\]

where both equalities, as in Eq. (127), can be deduced from the fusion rules alone. For example, in the first equality, given (on the left-hand side) that the overall quantum number is \( 1 \) and the rightmost two particles are in a state \( 1 \), then (on the right-hand side) when we fuse the leftmost two particles they must fuse to \( 1 \) such that the overall quantum number remains \( 1 \). On the other hand, we can also use the \( F \) matrix [Eq. (128)] to write

\[
[\langle \cdot, \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle]_\tau = F_{11}[\langle \cdot, \cdot, \cdot, \cdot \rangle_{1}, \cdot, \cdot \rangle]_1 + F_{1\tau}[\langle \cdot, \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle]_\tau = F_{11}[\langle \cdot, \cdot, \cdot, \cdot \rangle_{1}, \cdot, \cdot \rangle]_\tau + F_{1\tau}[\langle \cdot, \cdot, \cdot, \cdot \rangle_{\tau}, \cdot, \cdot \rangle]_\tau = \sum_i (F_{1i} F_{11} + F_{1\tau} F_{\tau 1})[\langle \cdot, \cdot, \cdot, \cdot \rangle_i, \cdot, \cdot \rangle]_\tau. \tag{131}
\]
that given in Eq. (129) (up to a gauge freedom in the definition of the phase of the basis states).

2. Braiding Fibonacci anyons

As discussed in the Introduction, for non-Abelian systems, adiabatically braiding particles around each other results in a unitary operation on the degenerate Hilbert space. Here we determine which unitary operation results from which braid. We start by considering what happens to two Fibonacci particles when they are braided around each other. It is known (Fuchs, 1992) that the topological spin $\Theta$, of a Fibonacci field $\tau$ is $\Theta, = e^{2 \pi i \Delta f} = e^{4 \pi i / 5}$. (Note that $\Delta f$ is also the dimension of the $\epsilon$ field of the $\mathbb{Z}_2$ theory; see the Appendix.) With this information, we use the OPE (see the Appendix) as in Sec. III.D above to determine the phase accumulated when two particles wrap around each other. If the two $\tau$ fields fuse together to form $\sigma$, then taking the two fields around each other clockwise results in a phase $-8 \pi / 5$ $= 2 \pi (-2 \Delta f)$ whereas, if the two $\tau$ fields fuse to form $\tau$, taking the two fields around each other results in a phase $-4 \pi / 5$ $= 2 \pi (-2 \Delta f)$. Note that a Fibonacci theory with the opposite chirality can exist too (an "antiholomorphic theory"), in which case one accumulates the opposite phase. A particularly interesting nonchiral (or "achiral") theory also exists, which is equivalent to a combination of two chiral Fibonacci theories with opposite chiralities. In Sec. III.G, we discussed lattice spin models (Levin and Wen, 2005b) which give rise to a nonchiral (or achiral) theory that is equivalent to a combination of two chiral Fibonacci theories with opposite chiralities. We will not discuss these theories further here.

Once we have determined the phase accumulated for a full wrapping of two particles, we then know that clockwise exchange of two particles (half of a full wrapping) gives a phase of $\pm 4 \pi / 5$ if the fields fuse to $\mathbf{1}$ or $\pm 2 \pi / 5$ if the fields fuse to $\tau$. Once again we resort to consistency conditions to determine these signs. In this case, we invoke the so-called hexagon identities (Moore and Seiberg, 1988, 1989; Fuchs, 1992) which in essence assure that the rotation operations are consistent with the $F$ matrix, i.e., that we can rotate before or after changing bases and get the same result. (Indeed, one way of proving that $\Delta f = 2 / 5$ is by using this consistency condition.) We thus determine that the $R$ matrix is given by

$$
\hat{R}(\tau, \tau) = e^{-2 \pi i / 5}(\tau, \tau),
$$

$$
\hat{R}(\tau, \tau) = -e^{-2 \pi i / 5}(\tau, \tau),
$$

i.e., $R_{\tau}\tau = e^{-4 \pi i / 5}$ and $R_{-\tau}\tau = -e^{2 \pi i / 5}$. Using the $R$ matrix, as well as the basis-changing $F$ matrix, we determine the unitary operation that results from performing any braid on any number of particles. As an example, consider three particles. The braid group is generated by $\sigma_1$ and $\sigma_2$ (see Fig. 15). As discussed above, the Hilbert space of three particles is three dimensional as shown in Fig. 14.

We use Eqs. (132) and (133) to determine that the unitary operation corresponding to the braid $\sigma_1$ is given by

$$
\rho(\sigma_1) = \begin{pmatrix}
0 & e^{-4 \pi i / 5} & 0 \\
0 & 0 & e^{-2 \pi i / 5} \\
0 & 0 & 0
\end{pmatrix}
$$

where we have used the shorthand notation (see Fig. 14) for the three-particle states. Evaluating the effect of $\sigma_2$ is less trivial. Here we first make a basis change (using $F$) in order to determine how the two rightmost particles fuse. Then we make the rotation using $\hat{R}$ and finally undo the basis change. Symbolically, we write $\rho(\sigma_2) = F^{-1}\hat{R}F$, where $\hat{R}$ rotates the two rightmost particles. To be more explicit, consider what happens to the state $|0\rangle$. First, we use Eq. (128) to write $|0\rangle = F_{\mathbf{1}1}(\tau, \tau, \tau) + F_{\mathbf{1}2}(\tau, \tau, \tau)\chi$. Rotating the right particles then gives $e^{-4 \pi i / 5}F_{\mathbf{1}1}(\tau, \tau, \tau)\chi - e^{-2 \pi i / 5}F_{\mathbf{1}2}(\tau, \tau, \tau)\chi$, and then we transform back to the original basis using the inverse of Eq. (128) to yield $\rho(\sigma_2)|0\rangle = (|F^{-1}\mathbf{I}1\rangle e^{-4 \pi i / 5}F_{\mathbf{1}1} - |F^{-1}\mathbf{1}2\rangle e^{-2 \pi i / 5}F_{\mathbf{1}2})|0\rangle = e^{-\pi i / 5} \phi|0\rangle - i e^{-i\pi / 10}\sqrt{\phi}|1\rangle$. Similar results can be derived for the other two basis states to give

$$
\rho(\sigma_2) = \begin{pmatrix}
-e^{-\pi i / 5}\phi & -i e^{-i\pi / 10}\sqrt{\phi} & 0 \\
-i e^{-i\pi / 10}\sqrt{\phi} & -1/\phi & 0 \\
0 & 0 & -e^{-2 \pi i / 5}
\end{pmatrix}
$$

Since the braid operations $\sigma_1$ and $\sigma_2$ (and their inverses) generate all possible braids on three strands (see Fig. 15), we can use Eqs. (134) and (135) to determine the unitary operation resulting from any braid on three strands, with the unitary operations built from the elementary matrices $\rho(\sigma_1)$ and $\rho(\sigma_2)$ in the same way that the complicated braids are built from the braid generators $\sigma_1$ and $\sigma_2$. For example, the braid $\sigma_2\sigma_1\sigma_2^{-1}\sigma_1^{-1}\sigma_1$ shown in Fig. 15 corresponds to the unitary matrix
\( \rho(\sigma_1)\rho(\sigma_2^{-1})\rho(\sigma_2)\rho(\sigma_2^2) \) (note that the order is reversed since the operations that occur at earlier times are written to the left in conventional braid notation, but on the right when multiplying matrices together).

3. Computing with Fibonacci anyons

Now that we know many properties of Fibonacci anyons, we show how to compute with them. First, we need to construct our qubits. An obvious choice might be to use two particles for a qubit and declare the two states \( |(\cdot, \cdot)_1 \rangle \) and \( |(\cdot, \cdot)_2 \rangle \) to be the two orthogonal states of the qubit. While this is a reasonably natural looking qubit, it turns out not to be convenient for computations. The reason for this is that we want to do single-qubit operations (simple rotations) by braiding. However, it is not possible to change the overall quantum number of a group of particles by braiding within that group. Thus, by braiding the two particles around each other, we can never change \( |(\cdot, \cdot)_1 \rangle \) to \( |(\cdot, \cdot)_2 \rangle \). To remedy this problem, it is convenient to use three quasiparticles to represent a qubit as suggested by Freedman et al. (2002a) [many other schemes for encoding qubits are also possible (Freedman et al., 2002a; Hormozi et al., 2007)]. Thus we represent the two states of the qubit as \(|0\rangle\) and \(|1\rangle\) states shown in Fig. 14. The additional state \(|N\rangle\) is a “noncomputational” state. In other words, we arrange that at the beginning and end of our computations there is no amplitude in this state. Any amplitude that ends up in this state is known as “leakage error.” We note, however, that the braiding matrices \( \rho(\sigma_1) \) and \( \rho(\sigma_2) \) are block diagonal and therefore never mix the noncomputational state \(|N\rangle\) with the computational space \(|0\rangle\) and \(|1\rangle\) (this is just another way to say that the overall quantum number of the three particles must remain unchanged under any amount of braiding). Therefore braiding the three particles gives us a way to do single-qubit operations with no leakage.

In Sec. IV.C, we describe a proof that the set of braids has a “dense image” in the set of unitary operations for the Fibonacci theory. This means that there exists a braid that corresponds to a unitary operation arbitrarily close to any desired operation. The closer one wants to approximate the desired unitary operation, the longer the braid typically needs to be, although only logarithmically so (i.e., the necessary braid length grows only as the logarithm of the allowed error distance to the target operation). The problem of finding braids that correspond to desired unitary operations, while apparently complicated, turns out to be straightforward (Bonesteel et al., 2005; Hormozi et al., 2007). One simple approach is to implement a brute force search on a (classical) computer to examine all possible braids (on three strands) up to some certain length, looking for a braid that happens to generate a unitary operation close to some desired result. While this approach works well for searching short braids (Bonesteel et al., 2005; Hormozi et al., 2007), the job of searching all braids grows exponentially in the length of the braid, making this scheme unfeasible if one requires high-accuracy long braids. Fortunately, there is an iterative algorithm by Solovay and Kitaev (see Nielsen and Chuang, 2000) which allows one to put together many short braids to efficiently construct a long braid arbitrarily close to any desired target unitary operation. While this algorithm does not generally find the shortest braid for performing some operation (within some allowed error), it does find a braid that is only polylogarithmically long in the allowed error distance to the desired operation. Furthermore, the (classical) algorithm for finding such a braid is only algebraically hard in the length of the braid.

Having solved the single-qubit problem, now imagine we have multiple qubits, each encoded with three particles. To perform universal quantum computation, in addition to being able to perform single-qubit operations, we must also be able to perform two-qubit entangling gates (Nielsen and Chuang, 2000; Bremner et al., 2002). Such two-qubit gates will necessarily involve braiding together (physically “entangling”) the particles from two different qubits. The result of Freedman et al. (2002a) generally guarantees that braids exist corresponding to any desired unitary operation on a two-qubit Hilbert space. However, finding such braids is now a much more formidable task. The full Hilbert space for six Fibonacci particles (constituting two qubits) is now 13 dimensional, and searching for a desired result in such a high-dimensional space is hard even for a powerful classical computer. Therefore the problem needs to be tackled by divide-and-conquer approaches, building up two-qubit gates out of simple braids on three particles (Bonesteel et al., 2005; Hormozi et al., 2007). A simple example of such a construction is sketched in Fig. 16. First, in Fig. 16(a), we consider braids on three strands that move [“weave” (Simon et al., 2006)] only a single particle, the blue or dark particle in the figure, through two stationary particles, the green or light particles in the figure. We search for such a braid whose
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FIG. 16. (Color online) Construction of a two-qubit gate from a certain three-particle braid. Time flows from left to right in this picture. In the top we construct a braid on three strands by moving only the blue (dark) particle, which has the same effect as interchanging the two green (light) strands. Using this same braid (bottom) then constructs a controlled rotation gate. If the state of the upper (control) qubit is \(|0\rangle\), i.e., the control pair is in state \(|1\rangle\), then the braid has no effect on the Hilbert space (up to a phase). If the upper (control) qubit is in the state \(|1\rangle\) then the braid has the same effect as winding two of the particles in the lower qubit. Figure from Bonesteel et al., 2005.
action on the Hilbert space is equivalent to exchanging the two stationary (green or light) particles twice. Since this is now just a three-particle problem, finding such a braid, to arbitrary accuracy, is computationally tractable. Next, for the two-qubit problem, we label one qubit the control [blue in Fig. 16(b)] and another qubit the target. We take a pair of particles from the control qubit (the control pair) and weave them as a group through two of the particles in the target, using the same braid we found for the three-particle problem. Now, if the quantum number of the control pair is 1 (i.e., control qubit is in state |0⟩), then any amount of braiding of this pair will necessarily give just an Abelian phase (since moving 1 around is like moving nothing around). However, if the quantum number of the control pair is τ (i.e., the control qubit is in state |1⟩), then we can think of this pair as equivalent to a single τ particle, and we will cause the same nontrivial rotation as in Fig. 16(a) above (crucially, this is designed to not allow any leakage error). Thus we have constructed a “controlled-rotation” gate, where the state of the target qubit is changed only if the control qubit is in state |1⟩, where the rotation that occurs is equivalent to exchanging two particles of the target qubit as shown in Fig. 16(b). The resulting two-qubit controlled-gate, along with single-qubit rotations, makes a universal set for quantum computation (Bremner et al., 2002). More conventional two-qubit gates, such as the controlled-NOT (CNOT) gates, have also been designed using braids (Bonesteel et al., 2005; Hormozi et al., 2007).

4. Other theories

The Fibonacci theory is a particularly interesting theory to study, not only because of its simplicity, but also because of its close relationship (see the discussion at the beginning of Sec. IV.B) with the Z₂ parafermion theory—a theory thought to describe (Rezayi and Read, 2006) the observed quantum Hall state at ν=12/5 (Xia et al., 2004). It is not hard to show that a given braid will perform the same quantum computation in either theory (Hormozi et al., 2007), up to an irrelevant overall Abelian phase. Therefore the Fibonacci theory and the associated braiding may be physically relevant for fractional quantum Hall topological quantum computation in high-mobility 2D semiconductor structures.

However, there are many other non-Abelian theories which are not related to Fibonacci anyons. Nonetheless, for arbitrary non-Abelian theories, many themes discussed in this section continue to apply. In all cases, the Hilbert space can be understood via fusion rules and an F matrix; rotations of two particles can be understood as a rotation \( \hat{R} \) operator that produces a phase dependent on the quantum number of the two particles; and one can always encode qubits in the quantum number of some particles. If we want to do single-qubit operations by braiding particles within a qubit (in a theory that allows universal quantum computation), we always need to encode a qubit with at least three particles (sometimes more). To perform two-qubit operations, we always need to braid particles constituting one qubit with the particles constituting another qubit. It is always the case that any unitary operation that can be achieved by braiding \( n \) particles around each other with an arbitrary braid can also be achieved by weaving a single particle around \( n-1 \) others that remain stationary (Simon et al., 2006) [note that we implicitly used this fact in constructing Fig. 15(a)]. So long as the state is among the ones known to have braid group representations with dense images in the unitary group, as described in Sec. IV.C, it will be able to support universal quantum computation. Finally, we note that it seems to always be true that the practical construction of complicated braids for multiqubit operations needs to be subdivided into more manageable smaller problems for the problem to be tractable.

C. Universal topological quantum computation

As we saw in Sec. IV.A, even if the \( \nu=5/2 \) state is non-Abelian, it is not non-Abelian enough to function as a universal quantum computer by simply braiding anyons. However, in Sec. IV.B, we described Fibonacci anyons which we claimed were capable of supporting universal topological quantum computation. In this section, we sketch a proof of this claim within the context of the more general question: which topological states are universal for quantum computation or, in starker terms, for which topological states is the entire gate set required to simulate an arbitrary quantum circuit to arbitrary accuracy simply that depicted in Fig. 17 (see also Kauffman and Lomonaco, 2004, 2007). The discussion of this section is more mathematical than the rest of the paper and can be skipped on the first reading.

In other words, the general braid is composed of copies of a single operation (depicted in Fig. 17) and its inverse. (Actually, as we see “positive braids” will prove to be sufficient, so there is no necessity to ever use the
inverse operation.) Fibonacci anyons, discussed in Sec. IV.B, are an example that have this property. In this section, we see why.

For the sake of concreteness, assume that we use a single species of quasiparticle, called \( \sigma \). When there are \( n \) \( \sigma \)'s at fixed positions \( z_1, \ldots, z_n \), there is an exponentially large \([- (d_\sigma)^n \text{-dimensional}]\) ground state subspace of Hilbert space. We call this vector space \( V_n \). Braiding \( \sigma \)'s produces a representation \( \rho_n \), characteristic of the topological phase in question, \( \rho_n: B_n \rightarrow U(V_n) \) from the braid group on \( n \) strands into the unitary transformations of \( V_n \). We do not care about the overall phase of the wave function, since only the projective reduction in \( PU(V_n) \) has physical significance. \( [PU(V_n) \) is the set of unitary transformations on \( V_n \) with two transformations identified if they differ only by a phase.\] We want to enact an arbitrary unitary transformation, so \( \rho(B_n) \) should be dense in \( PU(V_n) \), i.e., dense up to a phase. By “dense” in \( PU(V_n) \), we mean that the intersection of all closed sets containing \( \rho(B_n) \) should be \( PU(V_n) \). Equivalently, it means that an arbitrary unitary transformation can be approximated, up to a phase, by a transformation in \( \rho(B_n) \) to within any desired accuracy. This is the condition that our topological phase must satisfy.

For a modestly large number (\( \geq 7 \)) of \( \sigma \)'s, it was shown (Freedman et al., 2002a, 2002b) that the braid group representations associated with \( SU(2) \) Chern-Simons theory at level \( k \neq 1, 2, 4 \) are dense in \( SU(V_{n,k}) \) [and hence in \( PU(V_{n,k}) \)]. With only a small number of low-level and small-anyon-number exceptions, density was shown for almost all \( SU(N) \).

These Jones-Witten (JW) representations satisfy a key “two-eigenvalue property” (TEVP), discussed below, derived in this \( SU(N) \) setting from the Hecke relations, and corresponding to the \( HOMFLY \) polynomial [see, for instance, Kauffman (2001), and references therein]. The analysis was extended with similar conclusions by Larsen et al. (2005) to the case where the Lie group \( G \) is of type \( B, C, \) or \( D \) and braid generators have three eigenvalues, corresponding to the Birman-Murakami-Wenzl algebra and the two-variable Kauffman polynomial. For JW representations of the exceptional group at level \( k \), the number of eigenvalues of braid generators can be composite integers (such as 4 for \( G_2 \)) and this has so far blocked attempts to prove density for these JW representations.

In order to perform quantum computation with anyons, there are many details needed to align the topological picture with the usual quantum-circuit model from computer science. First, qubits must be located in the state space \( V_n \). Since \( V_n \) has no natural tensor factoring (it can have prime dimension) this alignment (Freedman et al., 2002a) is necessarily somewhat inefficient; some directions in \( V_n \) are discarded from the computational space and so we must always guard against unintended leakage into the discarded directions. A possible research project is how to adapt computation to the Fibonacci space (see Sec. IV.B) rather than attempting to find binary structure within \( V_n \). A somewhat forced binary structure was explained in Sec. IV.B in connection with encoding qubits into \( SU(2) \), as done for level 2 in Sec. IV.A. (A puzzle for readers. Suppose we write integers out as Fibonacci numerals: 0 cannot follow 0, but 0 or 1 can follow 1. How do you do addition and multiplication?) However, we will not dwell on these issues but instead go directly to the essential mathematical point: How, in practice, does one tell which braid group representations are dense and which are not, i.e., which ones are sufficient for universal topological quantum computation and which ones need to be augmented by additional non-topological gate operations?

We begin by noting that the fundamental skein relation of Jones’ theory is as in Fig. 18. [see Eq. (73) and the associated relation for the Kauffman bracket (77)]. This is a quadratic relation in each braid generator \( \sigma_i \) and by inspection any representation of \( \sigma_i \) will have only two distinct eigenvalues \( q^{3/2} \) and \(-q^{1/2}\). It turns out to be rare to have a representation of a compact Lie group \( H \), where \( H \) is densely generated by elements \( \sigma_i \), with this eigenvalue restriction. This facilitates the identification of the compact closure \( H = \text{image}(\rho) \) among the various compact subgroups of \( U(V_n) \).

**Definition IV.1.** Let \( G \) be a compact Lie group and \( V \) a faithful, irreducible, unitary representation. The pair \((G,V)\) has the two eigenvalue property (TEVP) if there exists a conjugacy class \([g]\) of \( G \) such that (1) \([g]\) generates a dense set in \( G \), and (2) for any \( g \in [g]\) \( g \) acts on \( V \) with exactly two distinct eigenvalues whose ratio is not \(-1\).

Let \( H \) be the closed image of some Jones representation \( \rho: B_n \rightarrow U(V_n) \). We would like to use Fig. 18 to assert that the fundamental representation of \( U(V_n) \) restricted to \( H \), call it \( \theta \), has the TEVP. All braid generators \( \sigma_i \) are conjugate and, in nontrivial cases, the eigenvalue ratio is \(-q \neq -1\). However, we do not yet know if the restriction is irreducible. This problem has been solved by a series of technical lemmas by Freedman et al. (2002a). Using the TEVP, it is shown first that the further restriction to the identity component \( H_0 \) is isotopic and then irreducible. This implies that \( H_0 \) is reductive, so its derived group \([H_0,H_0]\) is semisimple and, it is argued, still satisfies the TEVP. A final (and harmless) variation on \( H \) is to pass to the universal cover \( H' := [H_0,H_0] \). The pulled back representation \( \theta' \) still has the TEVP and we are...
we are in case 3, i.e., that $H' \cong \text{SU}(5)$. It follows from degree theory that $[H_0, H_0] \cong \text{SU}(5)$ and from this we get the desired conclusion: $\text{SU}(5) \subset H \subset \text{U}(5)$.

We have not yet explained in what sense the topological implementations of quantum computations are efficient. Suffice it to say that there are (nearly) quadratic time algorithms due to Kitaev and Solvay (Nielsen and Chuang, 2000) for finding the braids that approximate a given quantum circuit. In practice, brute force, load-balanced searches for braids representing fundamental gates should yield accuracies on the order of $10^{-5}$ (within the “error threshold”). Note that these are systematic, unitary errors resulting from the fact that we are enforcing a unitary transformation which is a little different from what an algorithm may ask for. Random errors, due to decoherence, are caused by uncontrolled physical processes, as discussed in the next section.

D. Errors

As discussed in Sec. II.B.2, small inaccuracies in the trajectories along which we move our quasiparticles are not a source of error. The topological class of quasiparticles’ trajectories (including undesired quasiparticles) must change in order for an error to occur. Therefore, to avoid errors, one must keep careful track of all quasiparticles in the system and move them so that the intended braid is performed. As mentioned in Sec. II.B.2, stray thermally excited quasiparticles could form unintended braids with quasiparticles of our system and cause errors in the computation. Fortunately, as mentioned in Sec. II.B.2, there is a large class of such processes that actually do not result in errors. We discuss the two most important of these.

Perhaps the simplest such process that does not cause errors is when a quasiparticle-quasihole pair is thermally (or virtually) excited from the vacuum, one of the two excited particles wanders around a single quasiparticle in our system and then returns to reannihilate its partner [see Fig. 20(a)]. For the sake of argument, imagine that our initial computational system is a pair of quasiparticles in state $j$. At some time $t_1$ (marked by $\times$ in the figure), we imagine that a quasiparticle-quasihole pair becomes excited from the vacuum. Since the pair comes from the vacuum, it necessarily has overall quantum number $1$ (i.e., fusing these particles back together gives the vacuum $1$). Thus the overall quantum number of all four particles is $j$. (In the above notation, we could draw a circle around all four particles and label it $j$). We then imagine that one of our newly created quasiparticle wanders around one quasiparticle of our computational system as shown in the figure. Using $F$ matrices or braiding matrices $\tilde{\sigma}$, we could compute the full state of the system after this braiding operation. Importantly, however, the overall quantum number $j$ of all four particles is preserved.

Now at some later time $t_2$ the two created particles reannihilate each other and are returned to the vacuum as shown by the second $\times$ in Fig. 20(a). It is crucial to

FIG. 19. The charge on the dotted circle can be $1$ or $\tau$, providing the qubit.
necessarily has the identity quantum number. As a result the quantum number of the computational system, and then comes back to its partner and reannihilates at a later time \( t_2 \). When the pair is created it necessarily has the identity quantum number \( I \) of the vacuum, and when it annihilates, it also necessarily has this vacuum quantum number. As a result the quantum number of the computational system is not changed by this process. (b) In the process shown on the right, a quasiparticle-quasihole pair is excited at time \( t_1 \) (marked by an \( \times \)); one of these particles wraps around a quasiparticle of our computational system, and then comes back to its partner and reannihilates at a later time \( t_2 \). When the pair is created it necessarily has the identity quantum number \( I \) of the vacuum. Similarly, the annihilating pair has the quantum number of the vacuum. As a result, the two particles remaining in the end have the same quantum numbers as the two initial quantum numbers of the computational system.

point out that, in order for two particles to annihilate, they must have the identity quantum number \( I \) (i.e., they must fuse to \( I \)). The annihilation can therefore be thought of as a measurement of the quantum number of these two particles. The full state of the system then collapses to a state where the annihilating particles have quantum number \( I \). However, the overall quantum number of all four particles must remain in the state \( j \). Further, in order for the overall state of the four particles to be \( j \) and the two annihilating particles to be \( I \), the two other (original) particles must have quantum number \( j \). Thus, as shown in the figure, the two original quasiparticles must end up in their original state \( j \) once the created particles are reannihilated. Similarly, if the original particles had started in a superposition of states, that superposition would be preserved after the annihilation of the two excited particles. (Note that an arbitrary phase might occur, although this phase is independent of the quantum number \( j \) and therefore is irrelevant in the context of quantum computations.)

Another important process that does not cause errors is shown in Fig. 20(b). In this process, one member of a thermally excited quasiparticle-quasihole pair annihilates with one particle in our computational system, leaving behind its partner as a replacement. Again, since both the created pair and annihilating particles have the same quantum numbers as the vacuum, it is easy to see (using similar arguments as above) that the final state of the two remaining particles must be the same as that of the original two particles; thus no errors are caused so long as the new particle is used as a replacement for the annihilated quasiparticle.

The fact that the two processes described above do not cause errors is essential to the notion of topological quantum computation. Since the created quasiparticles need not move very far in either process, these processes can occur very frequently, and can even occur virtually since they could have low total action. Thus it is crucial that these likely processes do not cause errors. The simplest processes that can actually cause error would require a thermally (or virtually) created quasiparticle-quasihole pair to braid nontrivially with at least two quasiparticles of our computational system. Since it is assumed that all quasiparticles that are part of our system are kept far from each other, the action for a process that wraps a (virtually) created quasiparticle around two different particles of our system can be arbitrarily large, and hence these virtual processes can be suppressed. Similarly, it can be made unlikely that thermally excited quasiparticles will wrap around two separate particles of our system before reannihilating. Indeed, since in two dimensions a random walk returns to its origin many times, a wandering quasiparticle may have many chances to reannihilate before it wraps around two particles of our computational system and causes errors. Nonetheless, in principle, this process is a serious consideration and has the potential to cause errors if too many quasiparticle-quasihole pairs are excited.

The probability for these error-causing processes is naively \( e^{-\Delta/(2T)} \) (thermally excited quasiparticles) or \( e^{-\Delta/L\nu} \) (virtual quasiparticles), where \( T \) is the temperature, \( \Delta \) is the quasiparticle energy gap, \( L \) is the distance between the quasiparticles comprising a qubit, and \( \nu \) is a characteristic velocity. However, transport in real systems is, in fact, more complicated. Since there are different types of quasiparticles, the gap measured from the resistance may not be the smallest gap in the system. For instance, neutral fermionic excitations in the Pfaffian state SU(2)\(_2\) may have a small gap, thereby leading to a splitting between the two states of a qubit if the two quasiparticles are too close together. Second, in the presence of disorder, the gap will vary throughout the system. Processes that take advantage of regions with small gaps may dominate the error rate. Furthermore, in a disordered system, variable-range hopping, rather than thermally activated transport, is the most important process. Localized quasiparticles are an additional complication. If they are truly fixed, then they can be corrected by software, but if they drift during the course of a calculation, they are a potential problem. In short, quasiparticle transport, even ordinary electrical transport, is complicated in semiconductor quantum Hall systems. A complete theory does not exist. Such a theory is essential for an accurate prediction of the error rate for topological quantum computation in non-Abelian quantum Hall states in semiconductor devices and is an important future challenge for solid state theory.
V. FUTURE CHALLENGES FOR THEORY AND EXPERIMENT

Quantum mechanics represented a huge revolution in thought. It was such a stretch of the imagination that many great minds and much experimental information were required to put it into place. Now, 80 years later, another collaborative effort is afoot to revolutionize computation by a particularly rich use of quantum mechanics. The preceding information revolution, which was based on the transistor, rested on the one-electron physics of semiconductors. The revolution that we advocate will require the understanding and manipulation of strongly interacting electron systems. Modern condensed matter physics has powerful tools to analyze such systems: renormalization group, conformal field theory, Bethe ansatz, dualities, and numerics. Even without the quantum computing connection, many of the most interesting problems in physics lie in this direction. Prominent here is the problem of creating, manipulating, and classifying topological states of matter.

There is a second “richness” in the connection between quantum mechanics and computation. The kind of computation that will emerge is altogether new. While the silicon revolution facilitated the same arithmetic as was done on the abacus, the quantum computer will compute in superposition. We have some knowledge about what this will allow us to do. Select mathematical problems (factoring, finding units in number fields, searching) have efficient solutions in the quantum model. Many others may succumb to quantum heuristics [e.g., adiabatic computation (Farhi et al., 2000)], but we will not know until we can play with real quantum computers. Some physical problems, such as maximizing $T_c$ within a class of superconductors, should be advanced by quantum computers, even though, viewed as math problems, they lie even outside class NP (i.e., they are very hard). A conjectural view of relative computational complexity is shown in Fig. 21.

But, before we can enter this quantum computing paradise, there are fundamental issues of physics to be tackled. The first problem is to find a non-Abelian topological phase in nature. The same resistance to local perturbation that makes topological phases astonishing (and, we hope, useful) also makes them somewhat covert. An optimist might hope that they are abundant and that we are merely untutored and have trouble noticing them. At present, our search is guided primarily by a process of elimination: we have focused our attention on those systems in which the alternatives do not occur—either quantum Hall states for which there is no presumptive Abelian candidate or frustrated magnets which do not order into a conventional broken-symmetry state. What we need to do is observe some topological property of the system, e.g., create quasiparticle excitations above the ground state, braid them, and observe how the state of the system changes as a result. In order to do this, we need to be able to (i) create a specified number of quasiparticles at known positions, (ii) move them in a controlled way, and (iii) observe their state. All of these tasks are difficult, but not impossible.

It is instructive to see how these difficulties are manifested in the case of quantum Hall states and other possible topological states. The existence of a topological phase in the quantum Hall regime is signaled by the quantization of the Hall conductance. This is a special feature of those chiral topological phases in which there is a conserved current $J_p$ (e.g., an electrical charge or spin current). Topological invariance and $P, T$ violation permit a nonvanishing correlation function of the form

$$
\langle J_p(q)J_p(-q) \rangle = C \delta_{\mu\nu} Q_{\lambda},
$$

where $C$ is a topological invariant. If the topological phase does not break $P$ and $T$ or if there is no conserved current in the low-energy effective field theory, then there will not be such a dramatic signature. However, even in the quantum Hall context, in which we have an advantage thanks to the Hall conductance, it is still a subtle matter to determine which topological phase the system is in.

As described, we used theoretical input to focus our attention on the $\nu=5/2$ and $12/5$ states. Without such input, the available phase space is too large and signatures of a topological phase are too subtle. One benefit of having a particular theoretical model of a topological phase is that experiments can be done to verify other (i.e., nontopological) aspects of the model. By corroborating the model in this way, we gain indirect evidence about the nature of the topological phase. In the case of the $\nu=5/2$ state, the Pfaffian model wave function (Moore and Read, 1991; Greiter et al., 1992) for this state is fully spin polarized. Therefore measuring the spin polarization at $\nu=5/2$ confirms this aspect of the model, thereby strengthening our belief in the model as a whole—including its topological features (see Tracy et al., 2007, for such a measurement at $\nu=1/2$). In the case of Sr$_2$RuO$_4$, the $p+ip$ BCS model predicts a non-zero Kerr rotation (Xia et al., 2006). This is not a topological invariant, but when it is nonzero and the superconducting order parameter is known to be a spin triplet, we infer a nonzero spin quantum Hall effect (which is a topological invariant but is more difficult to measure). Thus nontopological measurements can teach us a great deal when we have a particular model in mind.
In frustrated magnets, one reduces the complex many-dimensional parameter space in the following way: one focuses on systems in which there is no conventional long-range order. Although it is possible for a system to be in a topological phase and simultaneously show conventional long-range order (quantum Hall ferromagnets are an example), the absence of conventional long-range order is often used as circumstantial evidence that the ground state is “exotic” (Coldea et al., 2003; Shimizu et al., 2003). This is a reasonable place to start, but in the absence of a theoretical model predicting a specific topological state it is unclear whether the ground state is expected to be topological or merely exotic in some other way (see below for a further discussion of this point).

While theoretical models and indirect probes can help to identify strong candidates, only the direct measurement of a topological property can demonstrate that a system is in a topological phase. If, as in the quantum Hall effect, a system has been shown to be in a topological phase through the measurement of one property (e.g., the Hall conductance), then there is still the problem of identifying which topological phase. This requires the complete determination of all of its topological properties (in principle, the quasiparticle species, their topological spins, fusion rules, and and matrices). Finding nontrivial quasiparticles is the first step. In the quantum Hall regime, quasiparticles carry electrical charge (generally fractional). Through capacitive measurements of quasiparticle electric charges (Goldman and Su, 1995) or from shot noise measurements (De Picciotto et al., 1997; Saminadayar et al., 1997), one can measure the minimal electric charges and infer the allowed quasiparticle electric charges. The observation of charge-(e/4) quasiparticles by either of these methods would be an important step in characterizing the \( \nu = 5/2 \) state. Detecting charged quasiparticles capacitatively or through noise measurements necessitates gated samples: antidots and/or point contacts. In the case of delicate states such as \( \nu = 5/2 \), this is a challenge; we do not want the gates to reduce the quality of the device and excessively degrade the robustness of the states. Even if this proves not to be surmountable, it only solves the problem of measuring charged quasiparticles; it does not directly help us with nontrivial neutral quasiparticles (such as those that we believe exist at \( \nu = 5/2 \)).

Again, a particular theoretical model of the state can be helpful. In the case of the toric code, an excited plaquette or \( Z_2 \) vortex (see Secs. II.D and III.G) is a neutral spinless excitation and therefore difficult to probe. However, when such a phase arises in models of superconductor–Mott insulator transitions, \( Z_2 \) vortices can be isolated by going back and forth through a direct second-order phase transition between a topological phase and a superconducting phase (Senthil and Fisher, 2001a). Consider a superconductor in an annular geometry with a single half-flux quantum vortex through the hole in the annulus. Now suppose that some parameter can be tuned so that the system undergoes a second-order phase transition into an insulating state which is a topological phase of the toric code or \( Z_2 \) variety. Then the single vortex ground state of the superconductor will evolve into a state with a \( Z_2 \) vortex in the hole of the annulus. The magnetic flux will escape, but the \( Z_2 \) vortex will remain. (Eventually, it will either quantum tunnel out of the system or, at finite temperature, be thermally excited out of the system. It is important to perform the experiment on shorter time scales.) If the system is then taken back into the superconducting state, the \( Z_2 \) vortex will evolve back into a superconducting vortex; the flux must be regenerated, although its direction is arbitrary. Although Senthil and Fisher considered the case of a \( Z_2 \) topological phase, other topological phases with direct second-order phase transitions into superconducting states will have a similar signature. On the other hand, in a nontopological phase, there will be nothing left in the insulating phase after the flux has escaped. Therefore, when the system is taken back into the superconducting phase, a vortex will not reappear. The effect described above is not a feature of the topological phase alone, but depends on the existence of a second-order quantum phase transition between this topological state and a superconducting state. However, in the circumstance that such a transition does exist between two such phases of some material, this experiment can definitively identify a topologically nontrivial neutral excitation. In practice, the system is not tuned through a quantum phase transition but instead through a finite-temperature one; however, so long as the temperature is much smaller than the energy gap for a \( Z_2 \) vortex, this is an unimportant distinction. This experiment was performed on an underdoped cuprate superconductor by Wynn et al. (2001). The result was negative, implying that there is not a topological phase in the low-doping part of the phase diagram of that material, but the experimental technique may still prove to be a valuable way to test some other candidate material in the future. It would be interesting and useful to design analogous experiments which could exploit the possible proximity of topological phases to other long-range ordered states besides superconductors.

Even if nontrivial quasiparticles have been found, there is still the problem of determining their braiding properties. In the quantum Hall case, we described in Secs. II.C.3 and III.F how this can be done using quasiparticle tunneling and interferometry experiments. This requires even more intricate gating. However, even these difficult experiments are the most concrete that we have, and they work only because these states are chiral and have gapless edge excitations—and therefore have nontrivial dc transport properties—and because charged anyons contribute directly to these transport properties. Neutral quasiparticles are an even bigger challenge. Perhaps they can be probed through thermal transport or even, if they carry spin, through spin transport.

As shown in Sec. II.C.3, Abelian and non-Abelian interference effects are qualitatively different. Indeed, the latter may actually be easier to observe in practice. It is striking that quasiparticle interferometry, which sounds like an application of topological phases, is studied as a
basic probe of the state. The naive logical order is reversed: to see if a system is in a topological phase, we say (ironically) “shape the system into a simple computer and if it computes as expected, then it must have been in the suspected phase.” This is a charming inversion, but it should not close the door on the subject of probes. It is, however, important to pause and note that we now know the operational principles and methodology for carrying out quasiparticle braiding in a concrete physical system. It is therefore possible that non-Abelian anyons will be observed in the quantum Hall regime in the near future. This is truly remarkable. It would not close the book on non-Abelian anyons, but open a new chapter and encourage us to look for non-Abelian anyons elsewhere even while trying to build a quantum computer with a quantum Hall state.

One important feature of non-Abelian anyons is that they generally have multiple fusion channels. These different fusion channels can be distinguished interferometrically, as discussed in Secs. II.C.3 and III.F. This is not the only possibility. In ultracold neutral atom systems, they can be optically detected (Grosfeld et al., 2007; Tewari, Das Sarma, Nayak, et al., 2007), in the case of states with Ising anyons. Perhaps, in a solid, it will be possible to measure the force between two anyons. Since the two fusion channels have different energies when the anyons are close together, there will be different forces between them depending on how the anyons fuse. If an atomic force microscope can “grab” an anyon in order to measure this force, perhaps it can also be used to drag one around and perform a braid.

Thus we see that new ideas would be helpful in the search for non-Abelian topological phases. It may be the case that each physical system, e.g., FQHE, cold atoms, Sr2RuO4 films, etc., may be suited to its own types of measurements, such as the ones described above and in Secs. II.C.3 and III.F, but general considerations, such as topological entropy (Kitaev and Preskill, 2006; Levin and Wen, 2006), may inform and unify these investigations. Another difficulty is that, as mentioned above, we are currently searching for non-Abelian topological phases in those systems in which there is an absence of alternatives. It would be far better to have positive a priori reasons to look at particular systems.

This state of affairs points to the dire need for general principles, perhaps of a mathematical nature, which tell us when a system is likely to have a topological phase. Equivalently, can we define the necessary conditions for the existence of a topological phase with non-Abelian quasiparticle statistics? For contrast, consider the case of magnetism. Although there is a great deal which we do not know about magnetism, we do know that we need solids containing ions with partially filled $d$ or $f$ shells. Depending on the effective Coulomb interaction within these orbitals and their filling fractions, we understand how various mechanisms such as exchange and superexchange can lead to effective spin-spin interactions which, in turn, can lead to ferromagnetism, antiferromagnetism, spin-density waves, etc. We need a comparable understanding of topological phases. One direction, described in Sec. III.G, is to analyze models in which the interactions encode some combinatorial relations, such as those associated with string nets or loop gases (Fendley and Pradkin, 2005; Freedman et al., 2005a; Levin and Wen, 2005b; Fidkowski et al., 2006; Fendley, 2007). However, we only have a few examples of microscopic interactions which give rise to these intermediate-scale structures. We need more general guidelines which enable us to look at a given Hamiltonian and determine if it is likely to have a non-Abelian topological phase; a more detailed analysis or experimental study could then be carried out. This is an important direction for future research because, although nature has given us the quantum Hall regime as a promising hunting ground for topological phases, the energy scales are very low. A topological phase in a transition metal oxide might have a much larger gap and therefore be much more robust.

An important problem on the mathematical side is a complete classification of topological phases. In this review, we have focused on a few examples of topological phases: those associated with SU(2)$_k$ Chern-Simons theory, especially the $k=2,3$ cases. These are part of a more general class associated with an arbitrary semi-simple Lie group $G$ at level $k$. Another class is associated with discrete groups, such as phases whose effective field theories are lattice gauge theories with discrete gauge group. New topological phases can be obtained from both of these by coset constructions and/or tensoring together different effective field theories. However, a complete classification is not known. With a complete classification in hand, if we were to observe a topological phase in nature, we could identify it by comparing it against the list of topological phases. Since we have observed relatively few topological phases in nature, we have not needed a complete classification. If, however, many more are lurking, waiting to be observed, then a complete classification could be useful in the way that the closely related problem of classifying rational conformal field theories has proved useful in understanding classical and quantum critical points.

We refer here, and throughout this article, to topological phases as defined in Sec. III (and which we recapitulate below). There are many other possible exotic phases which share some characteristics of topological phases, such as the emergence of gauge fields in their low-energy theories (Wen, 2004), but do not satisfy all criteria. These do not appear to be useful for quantum computation.

Finally, the three-dimensional frontier must be mentioned. Most theory (and experiment) pertains to 2D or quasi-2D systems. In 3+1 dimensions, even the underlying mathematical structure of TQFTs is quite open. Little is known beyond finite group gauge theories. For example, we do not know if quantum information can (in the thermodynamic limit) be permanently stored at finite temperature in any three-dimensional system. [According to Dennis et al. (2002), this is possible in 4+1 dimensions, not possible in 2+1 dimensions, and is an open question in 3+1 dimensions.] The case of 2+1 dimensions has been the playground of anyons for...
30 years. Will looplike “particles” in 3+1 dimensions be as rich a story 30 years from now?

It is fitting to end this review with a statement of the definition of a topological phase: the ground state in the presence of multiple quasiparticles or in a nontrivial topology has a stable degeneracy which is immune to weak (but finite) local perturbations. Note that the existence of an excitation gap is not needed as a part of this definition although the stability of the ground state degeneracy to local perturbations almost always necessitates the existence of an excitation gap. We have three comments about this definition. (i) Incompressible FOH states satisfy our definition and they are, so far, the only experimentally established topological phases. (ii) The existence of a topological phase does not, by itself, enable topological quantum computation—one needs quasiparticles with non-Abelian braiding statistics, and for universal topological quantum computation, these quasiparticles’ topological properties must belong to a class which includes SU(2)_k, with k=3,5,6,7,8,9,…, as discussed. (iii) Possible non-Abelian quantum Hall states, such as ν=5/2 and 12/5, are the first among several possible candidates, including Sr_2RuO_4, which has been shown to be a chiral p-wave superconductor (Kidwingira et al., 2006; Xia et al., 2006), and p-wave paired cold atom superfluids.

Note added in proof

Dolev et al. (2008) have recently measured the low-frequency current noise (“shot noise”) at a point contact in the ν=5/2 state. They find the noise to be consistent with charge-e/4 quasiparticles, and inconsistent with e/2. A quasiparticle charge of e/4 is consistent with paired states at ν=5/2, including both the Moore-Read (Pfaffian) state and the anti-Pfaffian state, and also Abelian paired states.

In another recent experiment, Radu et al. (2008) measured the dependence on voltage and temperature of the tunneling current at a point contact in the ν=5/2 state. They find that the current is well fit by the form I = T^n F(e^*V/k_B T) where e^* = e/4, and the exponent α and scaling function F(x) appear to be consistent with predictions on the anti-Pfaffian state, although it is premature to rule out other possible states.

In a recent paper, Peterson et al. (2008) have performed finite-system exact diagonalization studies which find the correct ground state degeneracy on the torus at ν=5/2 and also observe the expected degeneracy between Pfaffian and anti-Pfaffian states. The key new ingredient in their calculation is the inclusion of the effects of the finite thickness of the 2D layer which also appears to enhance the overlap between the non-Abelian states and the exact numerical finite-system wave function at ν=5/2.

The first two papers provide the first direct experimental evidence in support of the 5/2 state being non-Abelian while the third paper strengthens the case from numerics.
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APPENDIX: CONFORMAL FIELD THEORY FOR NONEXPERTS

We consider chiral conformal field theories (CFTs) in two dimensions. Chiral means that all of our fields will be functions of z=x+iy only and not functions of ̅z. [For a good introduction to CFT, see Belavin et al. (1984) and Di Francesco et al. (1997)].

1. OPE

To describe a CFT we give its “conformal data,” including a set of primary fields, each with a conformal dimension Δ, a table of fusion rules of these fields, and a central charge c (which we will not need here, but is fundamental to defining each CFT). Data for three CFTs are given in Table II.

The operator product expansion (OPE) describes what happens to two fields when their positions approach each other. We write the OPE for two arbitrary fields φ_i and φ_j as

$$\lim_{z\to w} \phi_i(z)\phi_j(w) = \sum_k C^k_{ij}(z-w)^{\Delta_k-\Delta_i-\Delta_j}\phi_k(w),$$

(A1)

where the structure constants C^k_ij are only nonzero as indicated by the fusion table. [We assume that all fields φ_k are primary fields. So-called “descendant” fields, which are certain types of “raising operators” applied to the primary fields, can also occur on the right-hand side, with the dimension of the descendant being greater than that of its primary by an integer. Since we are concerned only with leading singularities in the OPE, we ignore descendants. For all CFTs considered, the coefficient of the primary on the right-hand side will not vanish, although this can happen (Ardonne and Schoutens, 2007).]

Note that the OPE works inside a correlator. For example, in the Z_3 parafermion CFT (see Table II), since α_1 × ψ_1 = e, for arbitrary fields φ_i we have

$$\lim_{z\to w} \langle \phi_i(z_1)\cdots\phi_M(z_M)\tau_i(z)\phi_j(w) \rangle \sim (z-w)^{2/5-1/15-2/3} \langle \phi_i(z_1)\cdots\phi_M(z_M)e(w) \rangle.$$  

(A2)

In addition to the OPE, there is also an important “neutrality” condition: a correlator is zero unless all fields can fuse together to form the identity field I. For example, in the Z_3 parafermion field theory ⟨ψ_2ψ_1⟩ ≠ 0 since ψ_2 × ψ_1 = I, but ⟨ψ_1ψ_1⟩ = 0 since ψ_1 × ψ_1 = ψ_2 ≠ I.
2. Conformal blocks

We look at what happens when a fusion has more than one possible result. For example, in the Ising CFT, \( \sigma \times \sigma = 1 + \psi \). Using the OPE, we have

\[
\lim_{w_1 \to w_2} \sigma(w_1)\sigma(w_2) \sim 1/(w_1-w_2)^{3/8} + (w_1-w_2)^{3/8}\psi,
\]

(A3)

where we neglected the constants \( C^k_{ij} \). If we consider \( \langle \sigma \sigma \rangle \), the neutrality condition picks out only the first term in Eq. (A3) where the two \( \sigma \)'s fuse to form 1. Similarly, \( \langle \sigma \sigma \psi \rangle \) results in the second term of Eq. (A3) where the two \( \sigma \)'s fuse to form \( \psi \) which then fuses with the additional \( \psi \) to make 1.

Fields may also fuse to form the identity in more than one way. For example, in the correlator \( \langle \sigma(w_1)\sigma(w_2)\sigma(w_3)\sigma(w_4) \rangle \) of the Ising CFT, the identity is obtained via two possible fusion paths—resulting in two different so-called “conformal blocks.” On the one hand, one can fuse \( \sigma(w_1) \) and \( \sigma(w_2) \) to form 1 and similarly fuse \( \sigma(w_3) \) and \( \sigma(w_4) \) to form 1. On the other hand, one can fuse \( \sigma(w_1) \) and \( \sigma(w_2) \) to form \( \psi \) and fuse \( \sigma(w_3) \) and \( \sigma(w_4) \) to form \( \psi \), and then fuse the two resulting \( \psi \) fields together to form 1. The correlator generally gives a linear combination of the possible resulting conformal blocks. We thus think of such a correlator as living in a vector space rather than having a single value. (If we instead choose to fuse 1 with 3, and 2 with 4, we obtain two blocks that are linear combinations of the ones found by fusing 1 with 2 and 3 with 4. The resulting vector space, however, is independent of the order of fusion.) Crucially, transporting the coordinates \( w_i \) around each other makes a rotation within this vector space.

To be clear about the notion of conformal blocks, look at the explicit form of the Ising CFT correlator,

\[
\lim_{w \to w_0} \langle \sigma(0)\sigma(w)\sigma(1)\sigma(\infty) \rangle = a_+ F_+ + a_- F_-,
\]

(A4)

\[
F_+(z) \sim [wz(1-z)]^{-1/8}\sqrt[1+\sqrt{1-z}],
\]

(A5)

where \( a_+ \) and \( a_- \) are arbitrary coefficients. [Equations (A4) and (A5) are results of calculations not given here (Di Francesco et al., 1997).] When \( z \to 0 \) we have \( F_+ \sim z^{-1/8} \), whereas \( F_- \sim z^{3/8} \). Comparing to Eq. (A3) we conclude that \( F_+ \) is the result of fusing \( \sigma(0) \times \sigma(\infty) \to 1 \) whereas \( F_- \) is the result of fusing \( \sigma(0) \times \sigma(\infty) \to \psi \). As \( z \) is taken in a clockwise circle around the point \( z=1 \), the inner square root changes sign, switching \( F_+ \) and \( F_- \). Thus this “braiding” (or “monodromy”) operation transforms,

\[
\begin{pmatrix}
    a_+ \\
    a_-
\end{pmatrix} \to e^{2\pi i/8} \begin{pmatrix}
    0 & 1 \\
    1 & 0
\end{pmatrix} \begin{pmatrix}
    a_+ \\
    a_-
\end{pmatrix}.
\]

(A6)

Having a multiple-valued correlator (i.e., multiple conformal blocks) is a result of having such branch cuts.

Braiding the coordinates (\( w \)'s) around each other results in the correlator changing values within its allowable vector space.

A useful technique for counting conformal blocks is the Bratteli diagram. In Fig. 22 we give the Bratteli diagram for the fusion of multiple \( \sigma \) fields in the Ising CFT. Starting with 1 at the lower left, at each step moving from the left to the right, we fuse with one more \( \sigma \) field. At the first step, the arrow points from 1 to \( \sigma \) since \( 1 \times \sigma = \sigma \). At the next step \( \sigma \) fuses with \( \sigma \) to produce either \( \psi \) or 1 and so forth. Each conformal block is associated with a path through the diagram. Thus to determine the number of blocks in \( \langle \sigma \sigma \sigma \rangle \) we count the number of paths of four steps in the diagram starting at the lower left and ending at 1.

3. Changing bases

As mentioned above, the space spanned by the conformal blocks resulting from the fusion of fields is independent of the order of fusion (which field is fused with which field first). However, fusing fields together in different orders results in a different basis for that space. A convenient way to denote fusion of fields in a particular order is by using fusion tree diagrams as shown in Fig. 23. Both diagrams show the fusion of three initial fields \( \phi_i, \phi_j, \) and \( \phi_k \). The diagram on the left shows \( \phi_j \) and \( \phi_k \) fusing together first to form \( \phi_p \) which then fuses with \( \phi_i \) to form \( \phi_m \). One could equally well have chosen to fuse together \( \phi_i \) and \( \phi_j \) together first before fusing the result with \( \phi_k \), as shown on the right of Fig. 23. The mathematical relation between these two bases is given in the equation shown in Fig. 23 in terms of the so-called \( F \) matrix (for “fusion”), which is an important property of any given CFT or TQFT. An example of using the \( F \) matrix is given in Sec. IV.B.

![FIG. 22. Bratteli diagram for fusion of multiple \( \sigma \) fields in the Ising CFT.](image)

![FIG. 23. Basis states obtained by fusing fields together.](image)
4. The chiral boson

A particularly important CFT is obtained from a free Bose field theory in 1+1 dimension by keeping only the left-moving modes (Di Francesco et al., 1997). The free chiral Bose field \( \phi(z) \), which is a sum of left-moving creation and annihilation operators, has a correlator 
\[
\langle \phi(z) \phi(z') \rangle = -\ln(z-z')
\]
We then define the normal ordered chiral vertex operator \( \mathcal{O}_{\text{chir}}(z) \), which is a conformal field. Note that we will typically not write the normal ordering indicators as \( \cdots \). Since \( \phi \) is a free field, Wick's theorem can be used to obtain (Di Francesco et al., 1997)

\[
\langle e^{i\alpha_i \phi(z_i)} \cdots e^{i\alpha_N \phi(z_N)} \rangle = \exp\left(-\sum_{i<j} \alpha_i \alpha_j \langle \phi(z_i) \phi(z_j) \rangle \right) = \prod_{i<j} (z_i - z_j)^{\alpha_i \alpha_j} \tag{A7}
\]

(Strictly speaking this identity holds only if the neutrality condition\( \sum \alpha_i = 0 \) is satisfied, otherwise the correlator vanishes.)
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