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1. Introduction

Finite-time thermodynamics is coming of age. A child of
the 1973 oil crisis, it was conceived in 1975, and the first
publication on this topic appeared in 1977.[1] To date, 597
papers have been published with “finite-time” in the title or
keywords, and many more have appeared based on the same
concept but without using the actual term. The subject has
also made its way into textbooks.[2, 3] The idea is really very
simple. Reversible thermodynamics, with the Carnot effi-
ciency as its most famous example, provides bounds on the
performance of all thermal and chemical processes, but these
may be achieved only when the processes are operating
infinitely slowly. This is obviously unrealistic, so the pressing
question is how much the performance must deteriorate so
that the process is completed in a finite time: What is the price
of haste? With this central question finite-time thermody-
namics is clearly one version of irreversible thermodynamics.

The immediate inspiration for finite-time thermodynam-
ics was the seminal paper by Curzon and Ahlborn[4] in which
they showed that a Carnot engine with heat resistance to its
reservoirs has a maximal power production, and at that
maximum its thermal efficiency can be described by Equa-
tion (1).

hCA ¼ 1�
ffiffiffiffiffiffiffiffiffiffi

Tlow

Thigh

s

ð1Þ

This expression has three remarkable features: It is simple
and generic; it is amazingly similar to the Carnot efficiency;
and it is independent of the magnitude of the heat resistances.
It turned out that this expression had been found twice earlier
for similar systems and then forgotten.[5]

Most of the initial papers in finite-time thermodynamics
analyzed heat engines and refrigerators with a number of
different loss mechanisms, primarily located in their con-
nections to the ambient, that is, endoreversible[6] machines.
Because these were easy to analyze compared to for example,
chemical reactions, a large body of papers on such endo-

reversible engines emerged to the point that some people
thought that finite-time thermodynamics was only about
endoreversible engines. That is not true. Finite-time thermo-
dynamics covers all thermodynamic processes with the one
added constraint, that they go to completion in a finite time.
In recent years, studies have appeared in which chemical
reactions and separation processes have been analyzed.[7–20]

Science and engineering to a large extent live in separate
worlds with their own journals and conferences. It therefore
took several years for finite-time thermodynamics to enter
engineering circles; it was first picked up by Bejan in 1994[21]

and subsequently redubbed “entropy generation minimiza-
tion”. This is a most unfortunate name, because it limits the
scope to just that, minimization of entropy generation, while
its parent discipline, finite-time thermodynamics, covers
irreversible thermodynamics much more broadly, considering
all conceivable object functions. In the beginning, those were
primarily maximizing power production and minimizing
entropy production, but others have been introduced at
times.[15, 20, 22]
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The cornerstone of finite-time thermodynamics is all about the price of
haste and how to minimize it. Reversible processes may be ultimately
efficient, but they are unrealistically slow. In all situations—chemical,
mechanical, economical—we pay extra to get the job done quickly.
Finite-time thermodynamics can be used to develop methods to limit
that extra expenditure, be it in energy, entropy production, money, or
something entirely different. Finite-time thermodynamics also includes
methods to calculate the optimal path or mode of operation to achieve
this minimal expenditure. The concept is to place the system of interest
in contact with a time-varying environment which will coax the system
along the desired path, much like guiding a horse along by waving a
carrot in front of it.
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An important forerunner of finite-time thermodynamics
in the quest for improving the efficiency of thermodynamic
systems is found in availability/exergy/second-law analy-
sis.[23, 24] (A very nice review may be found in Ref. [25].)
Typically, entropy production is minimized by varying specific
system parameters (flows, transfer surfaces, temperatures,
etc.) and not the entire process path. The method is still very
much in practical use. While not providing the unrestricted
optimal process path, exergy analysis is indeed a very
important advance over older energy-flow analyses, and it
was inspirational for the development of finite-time thermo-
dynamics.

The choice of objective function is an important issue
which clearly distinguishes finite-time thermodynamics from
traditional reversible thermodynamics. In reversible thermo-
dynamics, all objective functions are optimal at the same time.
When the process is reversible, there are no losses and all
descriptions are equally good. Not so in finite time. The
optimal operation depends on our choice of maximizing the
power production, maximizing the efficiency, minimizing the
entropy production, etc. This is well known from driving a car
where you adopt different strategies depending on whether
you want to reach your goal as quickly as possible, whether
you want to conserve fuel, or whether you want to make your
passenger as comfortable as possible (minimum acceleration).
Surprisingly, some authors have argued that the objective for
example for a heat engine doesn�t matter because any energy
that is not extracted from the source ends up in the environ-
ment anyway. This is a case of an imprecisely defined
distinction between the system and the environment.[26] As
always in science, one must be very careful in defining the
system under consideration.

In an analysis of an imaginary power plant optimized for
profit, buying fuel, and selling electricity,[27] it was found that
the optimal operation was a certain combination of maximum
power and minimum entropy production, a balance which
depends on the relative prices of the commodities. Subse-
quently a so-called “ecological function”, E’= w�Tlow s, was
suggested[22] as the “proper” objective for power-producing
equipment. Like the power plant example, this is also a linear
combination of the power w and entropy s produced. There
are an infinite number of such linear combinations, so unless
there is a physical reason for picking a particular one, the
choice becomes just a matter of taste. No single objective is
more correct than any other. However, all relevant optima are
in the range between minimum entropy production (as close

to reversible as possible) and maximum power (as much
output as possible).[27] Those two, by contrast, are unique and
extreme.

Irreversible thermodynamics seems to have fractionated
into many devotions which compete for attention. I men-
tioned finite-time thermodynamics and entropy generation
minimization above. The Brussels school and Onsager�s
reciprocal relations have been important players much
longer. And then we have extended irreversible thermody-
namics dealing with very fast reactions, field formulations for
continuously distributed systems, evolutionary thermody-
namics, and GPITT[28] just to name a few. Muschik very
appropriately entitles one of his reviews of the selection “Why
so many “schools” of thermodynamics?”[29]

Starting with Carnot, the emphasis of thermodynamics
was on processes, in his case the process of converting heat
into mechanical power, and on developing performance
bounds for such processes. With Clausius and Gibbs the
emphasis moved to state functions in equilibrium situations
and thus less emphasis on the transformations. Now the focus
is moving back to processes, and we are calculating bounds on
the performance of irreversible processes as well as the
complete paths which achieve these bounds.

A few reviews of finite-time thermodynamics have
appeared over the years.[30, 31] This review will therefore
primarily cover developments from the past decade and focus
on the methods I consider the most promising. It will contain
a number of sections on quite disparate applications of finite-
time thermodynamics—some operational, some more funda-
mental, and some in more detail than others—all in an effort
to cover the topic as broadly as possible within the given
format of a review. Thus each section is more or less self-
contained.

2. More Heat Engines and Refrigerators

In the early years of finite-time thermodynamics, several
simple engine and refrigerator models were analyzed, simply
to explore the possibilities of the new methods. These systems
were optimized for maximum power production, maximum
efficiency, and minimum entropy production. They typically
consisted of named engines (Carnot, Stirling, Otto, Diesel,
etc.) connected to their reservoirs through simple heat-
transfer mechanisms. These could follow the Newtonian law,
radiation law, Dulong–Petit law, or similar simple power laws.
Along the way important insight was gained about the
qualitative difference made by the presence of a rate-
independent loss and about the great similarity of the
different transfer laws. However, nobody would base the
design of a real engine or refrigerator on such simple models.
For real designs much more elaborate models, developed
hand in hand with experiments, are needed. Such a line of
research was followed by Gordon and Ng,[32] culminating in a
book on designing and maintaining coolers.[33]

A couple of very prolific groups are continuing the old
tradition and are analyzing a series of named cycles in
connection with a variety of heat-transfer power laws. These
machines are run as engines as well as refrigerators, with and
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without a summary internal dissipation term, and with a fixed
total heat conductance available for distribution between the
hot and cold sides.[34] The tradeoff between power and
efficiency is essentially the same for all. A certain novelty is
embodied in a study using a complex number for the heat
conductance, although we still need to learn what the
imaginary parts of the conductance and the heat transferred
really mean.[35]

Several other objective functions for the optimization of
heat engines and refrigerators have been proposed. An
“ecological function” was mentioned above. A related
“ecological coefficient of performance”, defined as the ratio
of the power production or cooling load to the rate of
availability loss (or entropy generation rate),[36] has consid-
erable intuitive merit; of course on the scale of haste this
function is still situated between maximum power and
minimum entropy production. Compactness is favored by
the objective function “power density”, that is, power
produced relative to maximum volume of the cycle.[37]

Similarly, “power for the buck” is in focus with the thermoe-
conomic (see Section 7) criterion “cost density”.[38, 39]

Solid insight into distributed systems was gained early on
when Gordon and Zarmi treated the atmosphere as a heat
engine driven by temperature gradients set up by the solar
radiation in an attempt to find limits on the amount of energy
that can be extracted from the wind.[40] Soon thereafter
De Vos applied more general finite-time thermodynamic
methods to the same problem.[41]

3. Thermodynamic Length

Thermodynamic length is one of the most important
concepts introduced by finite-time thermodynamics. The
concept starts out quite abstract but it delivers realistic
bounds on performance [Eqs. (3) and (4)] and the paths in
configuration space which achieve them. These bounds are
much stronger and more telling than the traditional bounds of
thermodynamics, DA� 0 and DS� 0.

As far back as 1975 Weinhold[42] defined a thermodynamic
metric at a point as MU = d2U/dXdX, where U is the internal
energy of the system and X are all the other extensive
variables (entropy, volume, particle number, etc.). Soon after,
a thermodynamic length with this metric was calculated along
a given path (e.g. adiabat or isotherm)[43] according to the
standard expression in Equation (2),

L ¼
Z

specified path

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

dX M dX
p

ð2Þ

but it took quite a bit longer to interpret this length. Salamon
and Berry[44] found that the square of this length L, combined
with an intrinsic relaxation time e and the duration of the
process t, provides a lower bound to the dissipation (lost
exergy or availability) DA in this process [Eq. (3)].

DA � L2e

t
ð3Þ

Equality is achieved when the thermodynamic speed dL/
dt is constant throughout the process. A similar expression
was derived for the entropy metric MS =�d2S/dXdX, bound-
ing the entropy production in the process.[45] Even systems
described statistically through their state probabilities can be
treated this way[46] using the very simple diagonal metric MS =

�[1/pi]. For processes proceeding in steps from one equilib-
rium state to another, the bound of the dissipation is
described by Equation (4), where N is the number of steps
in the process.[47] Here equality is achieved when all steps have
the same length, L/N.

DS � L2

2N
ð4Þ

The starting point for calculating a thermodynamic metric
is always the full equation of state for the system in question.
For a simple ideal gas with just two degrees of freedom the
equation of state would be Equation (5) in the energy picture
or Equation (6) in the entropy picture (a and b are constants).
Those give rise to the two metrics in Equations (7) and (8). As
is apparent, these metrics are made up of quite normal
thermodynamic quantities. The entropy metric is even con-
veniently diagonal.

UðS;VÞ ¼ b eS=Cv V�k=Cv ð5Þ

SðU;VÞ ¼ Cv ln U þ k ln V þ a ð6Þ
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If we introduce also quantities of material, ni, so that we
may describe chemical reactions, the equation of state
becomes considerably more complicated [Eq. (9)].[48]

UðS;V; fnigÞ ¼ b e
S

NCv N
Y

i

ni

V

� � k
Cv

1
mi

� �ni
N

ð9Þ

Here N is the total amount of material, N = Sini, and mi is the
mass of particle type i. This is the unifying form of the better
known partial equations of state, PV = NRT, U = CvT, and
mi = k T [ln(ni/V)�(Cv/k)ln(mi kT) + a], each one a projection
of Equation (9) keeping certain parameters fixed. However,
the length calculations require the full form. For a mixture of
ideal gases we then find the full metric [Eq. (10)], which will
be used in Sections 4 and 5 below for the optimization of
distillations and chemical reactions. The last row and column
are really a condensed notation for all the participating
particles i or j, and dij is the Kronecker delta function,
meaning that that term appears only in the diagonal of the
metric.

Finite-Time Thermodynamics

2693Angew. Chem. Int. Ed. 2011, 50, 2690 – 2705 � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.angewandte.org

These are not the final page numbers! � �

http://www.angewandte.org


MU ¼

@2U
@S2

@2U
@S@V

@2U
@S@ni

@2U
@V@S

@2U
@V2

@2U
@V@ni

@2U
@ni@S

@2U
@ni@V

@2U
@ni@nj

0

B

B

B

B

@

1

C

C

C

C

A

¼

T
NCv

�P
NCv

mi

NCv
� T

N

�P
NCv

1þ k
Cv

� �

P
V � k

Cv

mi

V

mi

NCv
� T

N � k
Cv

mi

V mi
mj

U �
1
N

� �

� 1
N mj þ 1

N2 U þ RT
Nj

dij

0

B

B

B

B

@

1

C

C

C

C

A

ð10Þ

Immediate applications of this geometry to distillation
and sequential chemical reactions are described in the next
two sections. The optimization method has also found its way
into economics (Section 7), mesoscopic systems (Section 8),
and information coding theory.[49]

Further geometrizations of thermodynamics with differ-
ent definitions have proven useful in many contexts like black
holes,[50] material behavior,[51] fluctuations,[52] and basic ther-
modynamic theory[53] as well as those based on different
definitions of the geometry[54] just to point to a few.

4. Distillation

As a first example of geometric optimization, let us look at
trayed distillation. It is a unit process in chemical engineering
in serious need of improvement. It is used industrially on a
grand scale, for example, in oil refineries, at great energy
expense, and at the same time it is thermodynamically quite
inefficient. Even under the very best of conditions, for the
separation of an ideal 50:50 mixture into its two components,
using an ideal distillation column of infinite length, the
thermodynamic efficiency cannot exceed 69%. In real life it is
much lower. The main problem lies in the construction of the
distillation column itself: All heat is added at the bottom of
the column and all heat is withdrawn at the top; thus the heat
is degraded over the full temperature span of the column even
though the largest heat demand is only in the middle around
the feed point. Improvement can only be achieved with
additional control of the process, requiring in turn more
freedom in its construction. The obvious extension is to allow
heat to be added and withdrawn on any tray in the column as
the optimization may require. The concept of such diabatic
distillation columns is not new (see e.g. Refs. [24,55]); the
novelty is calculating the optimal heat distribution, and this is
where thermodynamic length comes in.

A trayed distillation column is exactly a stepwise process
where liquid and gas are in equilibrium on the N trays,
whereas the space between the trays is beyond our control.
Thus we can calculate the thermodynamic distance L from the
top to the bottom of this column from the specified purity of
the light and the heavy products. As stated in the previous
section, the least dissipative path will be the one where all the
steps are of the same thermodynamic length, L/N. The final
component is to calculate backwards from thermodynamic
length to, for example, the temperature of the mixture on
each tray.

On each tray of the distillation column the energy of the
mixture is a function of a large number of extensive variables:

volume, entropy, amount of light component, and amount of
heavy component, all for the liquid as well as the vapor phase,
that is, 8 variables, making the metric matrix from Equa-
tion (10) 8 � 8. Fortunately, a number of conservation equa-
tions can reduce that number dramatically. For example, we
have mass conservation of both components, the column
typically operates under constant pressure, and we have
equilibrium between the gas and liquid phases on the trays.
All combined, these constraints reduce the number of degrees
of freedom to one, which for simplicity we may take to be the
temperature on each tray.[11]

The example chosen to illustrate optimal distillation is the
separation of an ideal 50:50 mixture of benzene and toluene
into almost pure components (different purities were consid-
ered) in a 72-tray column. This diabatic column is compared
with a conventional adiabatic distillation column in Figure 1.

The absolutely best operation, just concentrating on the
distillation process itself without worrying about how heat
gets into and out of the fluid, reduces the exergy demand of
this separation by a factor of 4 compared to the usual
adiabatic operation.[11] Actually, if one allows the number of
trays in the column to go to infinity, the thermal separation
efficiency approaches 1, that is, reversible separation. The
physical reason for this is that while energy and mass
conservation between trays force large temperature steps
around the feed point for a conventional column, the freedom
to adjust the tray temperatures individually in the optimal
diabatic column can split the burden of separation evenly
among all trays, making it approach zero as the number of
trays becomes infinite, as illustrated in Figure 2.

Subsequent papers introduced more reality in the opti-
mization, first considering the losses in the heat.transfer
process in and out of the fluid.[12] The thermodynamic
efficiency of course is reduced a bit when a new dissipation
is introduced, but not by much, and the overall conclusion is
the same: Distribute the heat load uniformly. Now, technically

Figure 1. a) Sketch of a conventional adiabatic distillation column with
flowrates F, D, and W for the feed, distillate, and waste, respectively,
heating and cooling rates qW and qD, and tray number n. b) Sketch of a
diabatic distillation column with heating or cooling on all n trays.
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it is not very convenient to have to pierce the distillation
column at many locations, and it may be difficult to obtain
heating and cooling sources at all those specified temper-
atures. The next idea therefore is to organize the heat
exchangers such that the trays are daisy-chained from the top
to the feed point and from the bottom to the feed point[10] as
shown in Figure 3. In this way only four additional piercings of

the shell are required compared to the traditional column,
and only one hot heat source and one cold heat sink are
required. Obviously, this is not quite optimal, but the entropy
reduction not obtained is only 12 %.

An argument arose about whether constant thermody-
namic speed or constant thermodynamic force, calculated
according to Onsager,[56] is better. While fewer assumptions
are involved in derivation of the thermodynamic geometry
bounds, in the end it was settled that both solutions reproduce
the exact optimal solution for temperature-independent heat
parameters (e.g. heat capacity). If the parameters vary, the
constant thermodynamic speed calculation follows the exact

solution up to the order of N�2 in all cases with a fair number
of trays N, whereas the constant thermodynamic force
principle deviates further.[8] However, for most practical
purposes at low to moderate speeds both methods are close to
the true optimum.[57]

Other researchers have used more conventional entropy-
minimization techniques to optimize diabatic distilla-
tion.[9, 14,58–60]

5. Chemical Reactions

The first applications of finite-time thermodynamics
beyond heat engines appeared in 1980[19] with emphasis on
the rate of product formation in a reaction flow tube. A
statistical mechanical version came in 1996.[17] Mironova
applied optimal control to chemical reactions.[18, 61, 62]

The optimal temperature path for the industrially impor-
tant reaction of ammonia synthesis, N2 + 3 H2Q2 NH3, was
established using a Temkin–Pyzhev-type rate equation.[63]

This optimal path runs counter to the standard temperature
path in commercial ammonia reactors, indicating that the
efficiency of a given amount of catalyst can be improved
considerably. It is interesting to note that the optimal and
equilibrium paths differ by an almost constant temperature of
35 K, very much resembling the optimal paths derived using
constant thermodynamic speed in Section 3. Subsequently the
generic reaction nAQmB was exhaustively analyzed for all
possible stoichiometric coefficients n and m and activation
barriers.[64] The optimal paths for maximum production of B
from A are composed of explicit boundary branches as well as
interior branches depending on these parameters.

The more delicate problem of finding the maximal
production of the intermediate component B at a particular
time for the consecutive reaction AQBQC with Arrhenius
rate constants was solved in detail only quite a bit later.[15]

This question actually goes back to the 1950s, but the tools
were not available for a full solution at that time. In Ref. [15]
the power of optimal control theory, alternating between state
and co-state variables in the optimization, succeeded in
finding the optimal time sequence of the reactor temperature
which will maximize the intermediate product B. It is
interesting to note that for certain combinations of activation
energies for the four reactions the permitted duration may
actually be too long; that is, the product disappears again
unless the temperature is decreased to zero, thus halting all
reaction and just wasting time. In such situations there are a
multitude of possible temperature paths with identical results.
The excess time may be wasted anywhere over the entire
interval and be broken up into any number of smaller pieces.
In 2009 Chen et al. applied this analysis to the slightly
generalized reaction scheme xAQyBQzC.[16]

Another approach, devised by De Vos,[65] is to set up a
chemical framework analogous to the endoreversible heat
engine; that is, two chemical reservoirs are connected through
a substance at two different chemical potentials (concentra-
tions) to a “chemical converter” through transfer resistances,
for example, diffusion. In the same vein, the objective is to
maximize the mechanical power output like in a heat engine.

Figure 2. The liquid composition profile x (mole fraction of light
component) as a function of tray number, counted from the condenser,
for conventional (c) and equal-thermodynamic-distance (a)
separation of an ideal benzene–toluene system. The separation effort
is almost equally distributed among the trays in the latter setup.

Figure 3. Diabatic distillation column with sequential heat exchange
(a), thus requiring only one hot and one cold source.
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Realizations could be an engine powered by a difference in
salt concentration between, say, a river and the ocean, making
use of osmosis. The pump equivalent could be the opposite,
making fresh water from seawater. A large number of papers
were subsequently published based on this chemical analogy,
describing all kinds of two-, three-, and four-reservoir systems
with and without leaks as if they were heat engines and
pumps.[66, 67] Clearly, the performance characteristics of these
chemical systems are very similar to that of their heat
equivalents.

An unconventional “chemical reaction” is found in solar
energy capture, be it in a semiconductor solar cell or in the
chlorophyll of plants. In either case, one of the reactants is a
photon, and in the subsequent reaction chain electrons are
passed from one substance to another. The thermodynamics
of the process is right out of a textbook,[68] and all the results
of finite-time thermodynamics apply.[38,69]

As our second example of thermodynamic geometric
optimization let me mention the cytochrome chain which
recently has been optimized for the maximum conversion of
chemical energy from hydrogen into the carrier ATP.[20] This is
the primary energy source in mitochondria where essentially
all hydrogen from the food of the cell passes through this
three-step reaction to combine with oxygen to form water
(Figure 4a). The technical equivalent is a fuel cell where the
reaction H2 + 1=2 O2QH2O proceeds in a single chemical step
while producing electrical power. The analysis of the cyto-
chrome chain, treated as a step process, proceeds as described
previously for distillation; that is, the full equation of state is
set up, the metric is calculated, and the dimensionality of the
problem is reduced using all available constraints. Again the
problem reduces to a single degree of freedom which most
conveniently is taken to be the electrochemical potential at
points along the path. This yields the optimal path shown in
Figure 4b which is very close to the actual path of the
cytochrome chain inside a real mitochondrion. Thus mito-
chondria are nicely optimized for efficient power production.

The take-home lesson is that finite-time thermodynamics
optimization using thermodynamic length is indeed a good
description of real systems. Next, we can learn from this
chemical optimization that the natural system achieves its
high efficiency without a fragile membrane to separate
reactants but by relying solely on the chemical specificity of
the enzymes. Another advantage of this feature is that the
reactions in mitochondria can take place in its entire volume,
whereas a surface-catalyzed reaction is only two-dimensional.
Once again there is room for inspiration from nature.

6. Averaged Optimal Control

One of the more powerful optimization methods intro-
duced into thermodynamics is averaged optimal control.
Traditional optimal control theory, used for example to find
the optimal paths for the chemical reaction above and for the
endoreversible heat cycle,[71] has been described[72] and is
discussed in the first volumes of Advances in Control
Systems.[73] Rubin also provides the essential background.[71]

The traditional theory requires specification of the behavior

of the system at every point in time along the cycle. Averaged
optimal control[74, 75] relaxes that requirement and is satisfied
fixing these quantities on average for the cycle as a whole. An
example would be a system in contact with several reservoirs
of different intensities at the same time. One very strong
mathematical conclusion for such systems is that the optimal
path consists of piecewise constant control variables where
the control can take on at most n different values, where n is
the number of constraints plus one, usually a very small
number. A nice example is a heat engine coupled to a number
of different temperature reservoirs, some hot, some tem-
pered, and some cold[76,77] as shown in Figure 5. How should

Figure 4. a) Illustration of the cytochrome chain. Three protein com-
plexes imbedded in the inner double membrane of the mitochondrion
act as catalysts for the redox reactions. Electrons are transfered in
successive steps through ubiquinone and cytochrome c (cyto c) before
the terminal product, water, is generated. b) The standard, calculated
(optimized), and observed[70] values of the electrochemical potential of
each electron-transfer unit in the cytochrome chain. The three redox
steps are almost equal.

Figure 5. Model of an endoreversible heat engine connected to several
heat reservoirs T0i and producing power P.
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the engine make use of its selection of reservoirs in order to
produce the most power? It turns out that for some
combinations of temperatures and heat conductances it
should only use the hottest and the coldest reservoirs, never
touching the tempered ones even though there might be a
temperature gradient to be captured there. The same
surprising conclusion of course results if this thermal system
is replaced by a chemical potential system.[67]

The method of averaged optimal control has been applied
by Tsirlin and his group to a number of different optimiza-
tions, primarily in thermodynamics[14, 18, 59,62, 75, 77–80] and eco-
nomics.[79–83] In work related to Section 4, they applied the
method to a distillation column, treating the throughput and
the heat exchanges at different temperatures in an average
way while minimizing the heat requirement of the column.[84]

More recently averaged optimal control was applied to
the issue of how most efficiently to separate a multicompo-
nent mixture by binary steps. For example, for three
components A, B, and C, which sequence described in
Equation (11a–c) should be used?

ðABCÞ ! Aþ ðBCÞ ! AþBþ C ð11aÞ

ðABCÞ ! Bþ ðACÞ ! AþBþ C ð11bÞ

ðABCÞ ! Cþ ðABÞ ! AþBþ C ð11cÞ

The result obviously depends on the relative volatilities (for
distillation) or permeabilities (for membranes) of the sub-
stances as well as their relative abundances in the mixture, but
when these parameters are given, the optimized process
emerges without explicit integration through all the stages of
the separation process.[60, 85]

7. Economics

Next, let us look at the influence of the concepts of finite-
time thermodynamic outside the traditional realm of macro-
scopic thermodynamics. It was realized quite early that the
approach and the methods of finite-time thermodynamics are
also applicable in economic theory[86–88] in two distinct ways.
In the first instance, the ideas of finite-time thermodynamics
were directly transplanted to economics, simply by changing
the definition of the variables, such that the bounds on
thermodynamic losses became bounds on economic losses.
The case studied was the market situation where sellers and
buyers are not equally up to date on the market conditions.
This results in a loss, a foregone earning which the buyers
could have had if they had possessed the full information, like
lost work in an irreversible process. This time delay of
information is akin to the relaxation time in a thermodynamic
process, and prices in the market are like temperatures in
thermodynamics. With this analogy, dissipation (foregone
earning) is limited from below by the same formula as in
Equation (3) for thermodynamics, just with parameters taken
from the economic universe rather than the thermodynamic
one [Eq. (12)].[87]

foregone earning � L2

t
ð12Þ

Now t is the duration of the trade. For the Cobb–Douglas
utility function,[87] U(x,y) = xayb, for example, the geometry is
a spiral and thus flat in the corresponding circular coordinates
(r,q) with the length between points (x1,y1) and (x2,y2) given
by Equation (13).

L ðx1; y1Þ; ðx2; y2Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2 � x1Þ2 þ ðy2 � y1Þ2
q

if q2 � q1j j � p

L ðx1; y1Þ; ðx2; y2Þð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
1 þ y2

1

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
2 þ y2

2

q

if q2 � q1j j > p

ð13Þ

A similar analogy between endoreversible thermodynam-
ics and economics, but without the thermodynamic geometry,
was also investigated by De Vos using a formalism identical to
a thermal engine and to a chemical engine.[89] Related to this
extrapolation to economic thinking, but still within the
physical world, is the economic optimization of a heat
engine, that is, maximizing the profit while selling the power
(electricity) and buying the heat (coal).[27, 38]

Tsirlin and his group have also recognized this systemic
similarity between thermodynamics and economics. They
have reviewed this one-to-one relationship and in particular
defined irreversibility and temperature in economic terms.[83]

Elsewhere they have applied their powerful method of
averaged optimal control to find, for example, the optimal
time sequence of events in a market and the optimal
distribution of intermediate traders.[79, 81]

As a second instance of contact between thermodynamics
and economics, thermodynamic constraints may be intro-
duced into traditional economic analysis. The simplest form is
to recognize that the efficiency of all processes is reduced as
speed of operation increases. Take a production function
Q(E,L) of two substitutable input factors E and L which we
may think of as energy and labor. In this simple universe, the
relative price of E and L is the slope of the curve of trade-off
between E and L for fixed production, a so-called isoquant.
Now finite-time thermodynamics tells us that higher rates of
production incur higher energy demands which translate the
isoquants to still higher energy consumption as production is
increased. This has an influence on the relative price: The
importance (price) of energy goes up relative to that of labor
in a predictable way.[88] More recently arguments from finite-
time thermodynamic have been applied to improve economic
assumptions.[90]

A variant of this way of thinking is the foundation of the
field of thermoeconomics which has become very popular in
engineering. Even though concepts and optimizations from
finite-time thermodynamics are often used, this extensive
area deserves a review of its own. A number of papers which
explicitly acknowledge the connection to finite-time thermo-
dynamics may be found in Ref. [91].

8. Mesoscopic Systems

Recently finite-time thermodynamics has made its entry
into the mesoscopic world, dealing with systems that are
neither classically macroscopic nor single particles. This
domain poses conceptual as well as practical problems.
Traditional thermodynamics basically assumes continuous
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behavior of all variables. That means that they should be well
defined at all times and at all points in space. For small
systems this becomes a problem owing to natural fluctuations.
A wonderful illustration of this random component of
thermodynamic variables is the experiment by Evans
et al. ,[92] in which they repeatedly measured the entropy
production of a single colloidal particle trapped in flowing
water. Classically, of course, this entropy production must be
positive at all times, but the experiment showed a Gaussian
distribution of entropy productions with a tail extending into
the negative range; that is, in a few of the experiments the
particle actually lost entropy. Clearly, such a tail is not a
violation of the second law as long as the mean is nicely
positive, but it demonstrates that the mesoscopic world is
different from the macroscopic one. Such size effects are of
utmost importance for the miniaturization of, for example,
electronics and will increase the relative energy requirements
of very small components.

Nonetheless, most concepts and procedures from macro-
scopic thermodynamics also work in the mesoscopic regime,
including finite-time effects. One such system that has been
investigated extensively is the mechanical work associated
with the untwisting and twisting of an RNA or DNA
hairpin.[93–96] Hydrogen bonds make most RNA stretches
twist up into segments of double-stranded structure for purely
energetic reasons. 45 years ago it was standard to test the
dynamics of this type of macromolecule by melting and
recombining DNA double strands, that is, changing the
equilibrium through the entropic component. These days,
experiments have become much more sophisticated, and it is
possible to grab the ends of a single molecule using optical
tweezers (see Figure 6 a). Thus the stretching force and the
extension can be measured continuously during repeated
untwisting and twisting of the same molecule. Some typical
results are shown in Figure 6b.[94, 95] Many experimental runs
are required owing to natural fluctuations, but the trend is
clear: Untwisting and twisting proceed symmetrically except
that there is a difference in the mechanical work. Less work is
recovered in the twisting than was expended in the untwisting,
and this discrepancy increases with the rate of the reaction
(Figure 6c). This finite-time effect is in nice agreement with
the macroscopic finite-time thermodynamics bound of Equa-
tion (3).

Membranes are another class of mesoscopic systems of
interest for finite-time theromodynamics. In particular Rubi
and Bedeaux have made great strides toward understanding
the detailed processes involved in transport through mem-
branes and onto and from reactive surfaces. They find that
substantial over voltages may build up next to the surface,
that large amounts of water may be transported across the
membrane along with the ion in question, and that the
temperature (very) locally may be distinctly different from
that of the bulk.[97] Most of their work is based on Onsager�s
reciprocity relations.

In principle, thermodynamic quantities are defined in a
situation of local equilibrium. This leads to two problems
when these quantities are needed in finite-time thermody-
namics. The first one is that a finite-time thermodynamics
system is obviously not in equilibrium, or it wouldn�t be a

Figure 6. a) Experimental setup for folding and unfolding an RNA
hairpin. A single RNA molecule is attached to two beads by means of
linkers. One bead is captured in an optical laser trap that can measure
the applied force on the bead. The other bead is attached to a
piezoelectric actuator used to unfold and refold the hairpin (from
Ref. [96]). b) Typical force–extension curves for the unfolding (c)
and folding (a) of a RNA hairpin 20 base pairs in length. The area
below the force–extension curve is equal to the mechanical work done
on the RNA hairpin. Thus the enclosed areas are the hysteresis of the
unfolding–folding cycles (from Ref. [96]). c) Work distributions for RNA
unfolding (c) and refolding (a) at three pulling rates. The
probability (ordinate) of a given work expenditure (abscissa) is
recorded for a large number of experimental trials at these three
different speeds. Unfolding and refolding distributions at the different
speeds show a common crossing around DG = 110.3 k T, indicating the
reversible energy of folding. Unfolding–refolding asymmetry consti-
tutes hysteresis (from Ref. [94]).
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finite-time process. Usually this is sidestepped by the argu-
ment of a Taylor series expansion of the quantities from their
equilibrium value to the “close by” non-equilibrium state.
This is the case, for example, in the derivation of the
dissipation bounds based on thermodynamic length men-
tioned earlier (Section 3).[44] Only the first nonvanishing term
is retained. It is possible to include still another term in the
expansion,[98] but then calculations become complicated.

The second problem is that non-equilibrium quantities
generally are much more difficult to measure than equilibri-
um ones precisely because they are rate dependent. One way
around this was suggested by Jarzynski[99,100] and involves
ensemble averages for the small system [Eq. (14)].

e�bW
� �

¼ e�b DF ð14Þ

Here W is the work performed on the system and DF is the
change of Helmholtz free energy for the process, an
equilibrium quantity. This equality is to be compared with
the usual inequality hWi�DF. Thus on the one hand the
Jarzynski equality has the power of being an equality, on the
other it holds only on average. Any particular system may
require more or less work, akin to the Evans experiment[92]

mentioned above. The implications of this important relation
have been extensively studied, in particular its relation to the
second law of thermodynamics.[101] Jarzynski in a tutorial
fashion has made the connection between this equality and
the classical controlled stretching of a rubber band.[100] A very
close link to the first interpretation of thermodynamic
length[44] through the dissipation and lag in irreversible
processes appeared just a few months ago.[102] Also Van den
Broeck[103] has contributed important interpretations of
thermodynamic length using the Jarzynski equality.

Crooks has elaborated on the interpretation of thermo-
dynamic length far from equilibrium, relating it to equilibri-
um fluctuations[104, 105] and to ensembles of paths.[106] The
relationship between the thermodynamic length [Eq. (15)]
and dissipation [Eq. (16)], where M is the metric Equa-
tion (10) and X are all the extensive variables of the system,
appears through the general inequality in Equation (17).

L ¼
Z final

initial

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X M X
p

ds ð15Þ

I ¼
Z final

initial
X M X ds ð16Þ

I � L2 ð17Þ

Note that the only difference between I and L is the
square root. While both are equilibrium quantities, the non-
equilibrium component inherent in the dissipation comes
about through the fluctuations around equilibrium. Thus it is
possible to measure the dissipation of a system through a
series of equilibrium measurements. Obviously, these are
most pronounced for mesoscopic systems.[105, 107] The hyste-
resis in RNA hairpin unfolding and folding mentioned earlier
has been directly related to this.[104]

Brownian motion as well as ratchets have frequently been
treated as heat engines, and with considerable success. Seifert

and co-workers are currently very active in such analyses,
using a finite-time thermodynamic approach. In a recent
study they surprisingly find an efficiency at maximum power
production different from the Curzon–Ahlborn value
[Eq. (1)].[108]

9. Quantum Systems

Even though thermodynamics is inherently a classical
discipline, its application to quantum systems has been quite
successful. The first paper in this field dates back to 1992[109]

and is a faithful modification of standard finite-time thermo-
dynamics ideas, also resulting in the now standard Curzon–
Ahlborn efficiency [Eq. (1)]. The thermal reservoirs are still
that, thermal reservoirs, while the work in/output is in the
form of radiation. The working fluid is taken to be either a set
of non-interacting harmonic oscillators or a set of non-
interacting j-spins. These two engine types have remained the
standard systems until today. They are both considered
because their quantum behaviors are slightly different. The
crucial—and most difficult—element of the calculation is how
to introduce a dissipative element into a quantum calculation
which inherently is time symmetric. Lindblad[110] devised a
coupling operator between the system (“the engine”) and its
reservoirs which removes any phase relationship between the
two. Not only does that provide the finite-time element, but it
is also essential for operation of the engine since otherwise all
components would be described by a single wave function,
and the reservoirs wouldn�t be reservoirs but parts of a
grander total system.

The “standard” optimizations of finite-time thermody-
namics like maximum power and minimum entropy produc-
tion have been solved.[111] Further, the third law of thermody-
namics was given a quantitative dynamical interpretation
through the derivation that the fastest possible cooling rate to
the absolute-zero temperature is proportional to T 3/2.[112]

Recent endeavors have been to calculate the optimal
schedule which will bring the oscillator and the spin system
as quickly as possible from one given state to another.[113] The
corresponding optimization of a classical oscillator amounts
to the opposite of the fastest way of pumping a swing, an
exercise most of us were quite good at as children without
applying mathematics in any way.[114] Assuming that two
frequencies wlow and whigh (thermal reservoirs) are available
for the optimization, the energy can be lowered by the factor
wlow/whigh in every cycle if the phasing can be done optimally,
but only by the square root of this ratio if the phase is random
or unknown, as for example, in an ensemble of identical
systems.

A brief review of quantum thermodynamics appeared in
Ref. [31].

10. Limits to Control

Let us briefly touch upon a more abstract question. A
large part of thermodynamics is concerned with establishing
limits to performance (efficiency, power, amount of product,
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etc.). An even more fundamental issue is to delineate the set
of final states that can be reached from a given initial state. A
prime example is Callen�s statement[2] of the third law of
thermodynamics: “No reversible adiabatic process starting at
nonzero temperature can possibly bring a system to zero
temperature”. The equivalent issue in finite-time thermody-
namics is no less important, now in the form “which states can
be reached within a certain length of time?” Tsirlin and
Kazakov map out these limits for heat engines and for mass
transfer[115] while Salamon et al. state nine principles that put
stringent limits on finite-time processes.[116] Jou and Casas-
Vazquez base their limits on the second law, applied to far
from equilibrium, mesoscopic, and quantum systems.[117]

Related to limits to control is the dynamic stability of
thermodynamic systems. Several authors[118] perturb the
traditional steady state of a reaction, for example, the
steady-state operation of a heat engine, and investigate the
relaxation time for return to the steady state. Often these
systems have two relaxation times, one of which will increase
the other decrease as the driving force is increased (the outer
temperature ratio in the case of an endoreversible heat
engine). This implies a basically stable situation, just less so
for strongly driven systems. However, this is not a general
feature of all thermodynamic systems. Many chemical flow
systems are in a metastable steady state and can easily be
thrown out of that. Likewise, a distillation column with a
vapor-rate-dependent tray efficiency has multiple steady
states.[13] Such stability analyses are essential for industrial
processes in order to avoid accidents. It is about time they also
get a more fundamental basis.

11. Applications Inspired by Finite-Time Thermo-
dynamics

It is always a pleasure to see a theory inspire develop-
ments in other areas than its own. This is evidence of the unity
of science. One of the most important applications of finite-
time thermodynamics ideas outside their own domain proper
is in the general optimization algorithm simulated annealing.
Each point in the abstract state space is visited at random but
with a preference for the more favorable states, that is, states
with the lowest value of the objective function E, usually
called “energy”. The preference is introduced through the
Boltzmann factor exp(�DE/T), where DE is the change in
objective function when the proposed iteration step is
accepted and T is the only control variable in the procedure,
usually called the “temperature”. Since this Metropolis
algorithm[119] is based on statistical mechanics, it is only
logical to try to apply further results from thermodynamics to
the algorithm. The most obvious concept to transfer is the
optimal calculation of a temperature path for a given process
calculated as the path of constant thermodynamic speed (see
Section 3).[98, 120] This addition to simulated annealing has
been most successful and has increased the calculational
speed substantially for very complex problems like seismic
inversion and determination of molecular structure.[121]

Related to these abstract calculations are calculations of
the potential energy surface on which molecules move during

chemical processes. Free energies are notoriously difficult to
calculate with precision for large molecules. Even if you have
a good value for the reactant molecule, that does not help in
obtaining the value for the product molecule; it has to be
generated from scratch. Reinhardt and co-workers[122] found a
very clever way around that problem by artificially modifying
the energy barrier temporarily while the transformation takes
place and then reestablishing it when the system approaches
the desired conformation. Not surprisingly, the optimal way to
modify the barrier is to follow a path of minimal thermody-
namic length and do so at constant thermodynamic speed.[123]

This procedure is much more efficient than adiabatic switch-
ing and should be useful in many other situations of barrier
crossing.

Closely related to this philosophy, the first-order gas–
liquid phase transition has been modeled in finite-time
thermodynamics. It was found that the least supersaturation
needed for condensation in a finite time is along a path of
shortest thermodynamic length.[124] In this connection I would
also like to mention the design of structures of chemical
substances (molecules or solids) and their optimal synthesis
using finite-time thermodynamics and annealing procedures
which is spearheaded by Sch�n.[125]

Fluid dynamics has long been the domain of the Navier–
Stokes equation, based on tracing the motion of little parcels
of fluid. A new perception of a flow is to think of these little
parcels as moving around in phase space at random, whereby
only a few boundary conditions like the walls and an overall
flow are observed .[126, 127] The rest is then a thermodynamic or
statistical mechanical optimization. The calculations are
vastly simpler than the solution of the Navier–Stokes
equation, and the resulting flow profiles are amazingly
precise. Once again, thermodynamics provides a good and
simple description of continuous or fine-grained systems with
fluctuations.

12. Inspiring Conferences

Major contributors to the advance of finite-time thermo-
dynamics have been the Telluride Summer Research Center
(now Telluride Science Research Center)[128] and a biannual
series of Gordon conferences. Both events were carefully
designed to be discussion meetings where new ideas could
grow out of unlimited discussions and brainstorming among
people of different backgrounds. The Telluride Summer
Research Center just last year celebrated its 25th anniversary
with an impressive lineup of science events. It is thriving very
well. The Gordon conferences ran from 1994 to 2003 but
unfortunately were terminated.

13. Outlook

Many people have declared thermodynamics a dead
research field, fully explored and polished, a fossil. The new
developments and results mentioned above as well as many
others not included in this Review prove such a statement
utterly wrong. But what is still left to discover? By definition,
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of course we don�t know. However, I will risk a short
extrapolation.

I am confident that many more results will emerge at the
mesoscopic length and time scales, sometimes referred to as
the nanoscale. As briefly touched on, many traditional single-
valued thermodynamic concepts and predictions break down
at that scale but without being totally random. Thus many
electronic, mechanical, and chemical products emerge which
need further development of thermodynamic and optimiza-
tion tools. Similar developments in mesoscopic statistical
mechanics, for example, omitting Stirling�s approximation,
are beginning to emerge.[127, 129]

A new field where I believe that thermodynamic ideas
have great potential is a bird�s eye description of ecosystems.
Currently most descriptions of ecosystems contain detailed
assumptions about who eats whom or what and about rates of
growth for the many components in the ecosystem. Is that
really necessary? In chemistry we are able to derive
predictions of reactions with great accuracy without any
mention of the detailed reaction mechanisms of the reactants
and products. Only the relative free energies of the compo-
nents matter, combined with an assumption of rapid reactions.
The energetics and the statistics will then take care of the rest.
An ecosystem is just a chemical soup with “large molecules”,
so why shouldn’t thermodynamic concepts work there as
well? Finite-time thermodynamics has been introduced to
ecology in its more traditional form, but that is not what I
have in mind here.[130] The surface has barely been scratched
in this area.

Received: March 9, 2010

[1] B. Andresen, P. Salamon, R. S. Berry, J. Chem. Phys. 1977, 66,
1571; B. Andresen, R. S. Berry, A. Nitzan, P. Salamon, Phys.
Rev. A 1977, 15, 2086; P. Salamon, B. Andresen, R. S. Berry,
Phys. Rev. A 1977, 15, 2094.

[2] H. B. Callen, Thermodynamics and an Introduction to Thermo-
statistics, 2nd ed., Wiley, New York, 1985.

[3] V. T. Radcenco, Generalized Thermodynamics, Editura Tehn-
ica, Bucharest, 1994 ; J. Ross, R. S. Berry, Thermodynamics and
Fluctuations far from Equilibrium, Vol. 90, Springer, Berlin,
2008.

[4] F. L. Curzon, B. Ahlborn, Am. J. Phys. 1975, 43, 22.
[5] I. I. Novikov, Atomnaya Energiya 1957, 11, 409; I. I. Novikov, J.

Nucl. Energy 1958, 125; P. Chambadal, Les Centrales Nucleaires
1957, 41.

[6] M. H. Rubin, Phys. Rev. A 1979, 19, 1272.
[7] B. Andresen, P. Salamon in Thermodynamics of Energy

Conversion and Transport (Eds.: S. Sieniutycz, A. De Vos,
A.), Springer, Berlin, 2000, p. 319; E. Sauar, G. Siragusa, B.
Andresen, J. Phys. Chem. A 2001, 105, 2312; M. Schaller, K. H.
Hoffmann, G. Siragusa, P. Salamon, B. Andresen, Comput.
Chem. Eng. 2001, 25, 1537; J. Manzi, E. Carrazzoni, J. Chem.
Eng. Jpn. 2008, 41, 194; V. N. Orlov, R. S. Berry, J. Appl. Phys.
1993, 74, 4317.

[8] G. M. de Koeijer, S. Kjelstrup, P. Salamon, G. Siragusa, M.
Schaller, K. H. Hoffmann, Ind. Eng. Chem. Res. 2002, 41, 5826.

[9] Y. Demirel, Sep. Sci. Technol. 2004, 39, 3897; L. W. Shu, L. G.
Chen, F. R. Sun, Appl. Energy 2007, 84, 893.

[10] E. S. Jimenez, P. Salamon, R. Rivero, C. Rendon, K. H.
Hoffmann, M. Schaller, B. Andresen, Ind. Eng. Chem. Res.
2004, 43, 7566.

[11] P. Salamon, J. D. Nulton, Europhys. Lett. 1998, 42, 571; B.
Andresen, P. Salamon in Thermodynamics of energy conversion
and transport (Eds.: S. Sieniutycz, A. De Vos), Springer, Berlin,
2000, p. 319.

[12] M. Schaller, K. H. Hoffmann, R. Rivero, B. Andresen, P.
Salamon, J. Non-Equilib. Thermodyn. 2002, 27, 257.

[13] J. C. Sch�n, B. Andresen, Ind. Eng. Chem. Res. 1996, 35, 2327.
[14] A. M. Tsirlin, V. Kazakov, D. V. Zubov, J. Phys. Chem. A 2002,

106, 10926.
[15] T. A. Bak, P. Salamon, B. Andresen, J. Phys. Chem. A 2002, 106,

10961.
[16] L. G. Chen, H. J. Song, F. R. Sun, Phys. Scr. 2009, 79.
[17] V. Badescu, B. Andresen, J. Non-Equilib. Thermodyn. 1996, 21,

291.
[18] V. A. Mironova, A. M. Tsirlin, V. A. Kazakov, R. S. Berry, J.

Appl. Phys. 1994, 76, 629.
[19] M. J. Ondrechen, B. Andresen, R. S. Berry, J. Chem. Phys. 1980,

73, 5838; M. J. Ondrechen, R. S. Berry, B. Andresen, J. Chem.
Phys. 1980, 72, 5118.

[20] K. B. Frederiksen, B. Andresen in Recent Advances in Ther-
modynamic Research Including Nonequilibrium Thermody-
namics (Eds.: G. S. Natarajan, A. A. Bhalekar, S. S. Dhondge),
Nagpur University, Nagpur, India, 2008, p. 10.

[21] A. Bejan, J. A. Jones, Am. J. Phys. 1994, 62, 11; A. Bejan,
Entropy Generation Minimization, CRC Press, Boca Raton, FL
33431, 1996.

[22] F. Angulo-Brown, J. Appl. Phys. 1991, 69, 7465.
[23] K. Siegel, Brennst.-Waerme-Kraft 1970, 22, 434; G. M. Reistad,

Ashrae J. 1973, 15, 34; W. H. Tucker, H. T. Chen, Ashrae J. 1973,
15, 34; D. H. Cherry, F. A. Perris, Chem. Eng. Prog. 1978, 74, 55;
T. A. Brzustowski, P. J. Golem, Trans. Can. Soc. Mech. Eng.
1977, 4, 209; M. Thirumaleshwar, Cryogenics 1979, 19, 355;
T. A. Brzustowski, Trans. Can. Soc. Mech. Eng. 1981, 6, 121; M.
Ishida, K. Kawamura, Ind. Eng. Chem. Process Des. Dev. 1982,
21, 690; H. A. Rangrej, K. G. Narayankhedkar, Cryogenics
1983, 23, 148; J. A. McGovern, Proc. Inst. Mech. Eng. Part A
1990, 204, 253; M. Streich, H. Kistenmacher, V. Mohr, Chem.
Ing. Tech. 1991, 63, 329; V. Radcenco, Rev. Chim. 1993, 44, 201;
S. Sieniutycz, J. S. Shiner, J. Non-Equilib. Thermodyn. 1994, 19,
303; R. A. Gaggioli, Chem. Eng. Sci. 1961, 16, 87; R. A.
Gaggioli, Chem. Eng. Sci. 1962, 17, 523; R. A. Gaggioli, J. J.
Yoon, S. A. Patulski, A. J. Latus, E. F. Obert, Combustion 1975,
47, 7; R. A. Gaggioli, ACS Symposium Series 1983, 235, 3; R. A.
Gaggioli, D. M. Paulus, J. Energy Resour. Technol. 2002, 124,
110; R. A. Gaggioli, D. H. Richardson, A. J. Bowman, J. Energy
Resour. Technol. 2002, 124, 105.

[24] R. E. Fitzmorris, R. S. H. Mah, AIChE J. 1980, 26, 265.
[25] R. A. Gaggioli, Thermodynamics: Second Law Analysis,

Vol. 122, American Chemical Society, Washington D.C., 1980.
[26] P. Salamon, K. H. Hoffmann, S. Schubert, R. S. Berry, B.

Andresen, J. Non-Equilib. Thermodyn. 2001, 26, 73.
[27] P. Salamon, A. Nitzan, J. Chem. Phys. 1981, 74, 3546.
[28] A. A. Bhalekar, Pramana 1998, 50, 281.
[29] W. Muschik, Forsch. Ingenieurwes. 2007, 71, 149; W. Muschik, J.

Non-Equilib. Thermodyn. 2008, 33, 165.
[30] L. G. Chen, C. Wu, F. R. Sun, J. Non-Equilib. Thermodyn. 1999,

24, 327; B. Andresen, Finite-Time Thermodynamics, University
of Copenhagen, Copenhagen, 1983 ; K. H. Hoffmann, J. M.
Burzler, S. Schubert, J. Non-Equilib. Thermodyn. 1997, 22, 311;
K. H. Hoffmann, J. Burzler, A. Fischer, M. Schaller, S.
Schubert, J. Non-Equilib. Thermodyn. 2003, 28, 233; A.
Durmayaz, O. S. Sogut, B. Sahin, H. Yavuz, Prog. Energy
Combust. Sci. 2004, 30, 175.

[31] K. H. Hoffmann, Ann. Phys. 2001, 10, 79.
[32] J. M. Gordon, K. C. Ng, H. T. Chua, Int. J. Refrig. 1997, 20, 191;

J. M. Gordon, K. C. Ng, Int. J. Heat Mass Transfer 1995, 38, 807;

Finite-Time Thermodynamics

2701Angew. Chem. Int. Ed. 2011, 50, 2690 – 2705 � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.angewandte.org

These are not the final page numbers! � �

http://dx.doi.org/10.1063/1.434122
http://dx.doi.org/10.1063/1.434122
http://dx.doi.org/10.1103/PhysRevA.15.2086
http://dx.doi.org/10.1103/PhysRevA.15.2086
http://dx.doi.org/10.1103/PhysRevA.15.2094
http://dx.doi.org/10.1119/1.10023
http://dx.doi.org/10.1103/PhysRevA.19.1272
http://dx.doi.org/10.1021/jp003555p
http://dx.doi.org/10.1016/S0098-1354(01)00717-7
http://dx.doi.org/10.1016/S0098-1354(01)00717-7
http://dx.doi.org/10.1252/jcej.07WE187
http://dx.doi.org/10.1252/jcej.07WE187
http://dx.doi.org/10.1063/1.354396
http://dx.doi.org/10.1063/1.354396
http://dx.doi.org/10.1021/ie010872p
http://dx.doi.org/10.1081/SS-200041152
http://dx.doi.org/10.1016/j.apenergy.2007.02.003
http://dx.doi.org/10.1021/ie0495933
http://dx.doi.org/10.1021/ie0495933
http://dx.doi.org/10.1209/epl/i1998-00289-y
http://dx.doi.org/10.1515/JNETDY.2002.015
http://dx.doi.org/10.1021/ie950675o
http://dx.doi.org/10.1021/jp025524v
http://dx.doi.org/10.1021/jp025524v
http://dx.doi.org/10.1021/jp021800u
http://dx.doi.org/10.1021/jp021800u
http://dx.doi.org/10.1515/jnet.1996.21.4.291
http://dx.doi.org/10.1515/jnet.1996.21.4.291
http://dx.doi.org/10.1063/1.358425
http://dx.doi.org/10.1063/1.358425
http://dx.doi.org/10.1063/1.440026
http://dx.doi.org/10.1063/1.440026
http://dx.doi.org/10.1063/1.439744
http://dx.doi.org/10.1063/1.439744
http://dx.doi.org/10.1119/1.17730
http://dx.doi.org/10.1063/1.347562
http://dx.doi.org/10.1016/0011-2275(79)90160-7
http://dx.doi.org/10.1021/i200019a025
http://dx.doi.org/10.1021/i200019a025
http://dx.doi.org/10.1016/0011-2275(83)90175-3
http://dx.doi.org/10.1016/0011-2275(83)90175-3
http://dx.doi.org/10.1243/PIME_PROC_1990_204_034_02
http://dx.doi.org/10.1243/PIME_PROC_1990_204_034_02
http://dx.doi.org/10.1002/cite.330630407
http://dx.doi.org/10.1002/cite.330630407
http://dx.doi.org/10.1021/bk-1983-0235.ch001
http://dx.doi.org/10.1115/1.1448337
http://dx.doi.org/10.1115/1.1448337
http://dx.doi.org/10.1115/1.1448336
http://dx.doi.org/10.1115/1.1448336
http://dx.doi.org/10.1002/aic.690260209
http://dx.doi.org/10.1515/JNETDY.2001.006
http://dx.doi.org/10.1063/1.441482
http://dx.doi.org/10.1007/BF02845550
http://dx.doi.org/10.1007/s10010-007-0053-9
http://dx.doi.org/10.1515/JNETDY.2008.008
http://dx.doi.org/10.1515/JNETDY.2008.008
http://dx.doi.org/10.1515/JNETDY.1999.020
http://dx.doi.org/10.1515/JNETDY.1999.020
http://dx.doi.org/10.1515/JNETDY.2003.015
http://dx.doi.org/10.1016/j.pecs.2003.10.003
http://dx.doi.org/10.1016/j.pecs.2003.10.003
http://dx.doi.org/10.1002/1521-3889(200102)10:1/2%3C79::AID-ANDP79%3E3.0.CO;2-3
http://dx.doi.org/10.1016/S0140-7007(96)00074-6
http://dx.doi.org/10.1016/0017-9310(94)00208-D
http://www.angewandte.org


J. M. Gordon, K. C. Ng, H. T. Chua, Int. J. Refrig. 1995, 18, 253;
J. M. Gordon, K. C. Ng, J. Appl. Phys. 1994, 75, 2769.

[33] J. M. Gordon, K. C. Ng, Cool Thermodynamics: The Engineer-
ing and Physics of Predictive, Diagnostic and Optimization
Methods for Cooling Systems, Cambridge International, Cam-
bridge, 2000.

[34] F. Wu, L. E. Chen, F. R. Sun, Appl. Math. Modell. 2010, 34, 617;
L. E. Chen, X. Q. Zhu, F. Sun, C. Wu, Appl. Energy 2007, 84,
78; Y. L. Ge, L. G. Chen, F. R. Sun, C. Wu, J. Energy Inst. 2007,
80, 239; Y. L. Ge, L. G. Chen, F. R. Sun, C. Wu, J. Energy Inst.
2007, 80, 52; L. E. Chen, T. Zheng, F. R. Sun, C. Wu, Solar
Energy 2006, 80, 347; L. G. Chen, F. R. Sun, C. Wu, Appl.
Energy 2006, 83, 71; Y. L. Ge, L. G. Chen, F. R. Sun, C. Wu,
Appl. Energy 2006, 83, 1210; Y. M. Tu, L. G. Chen, F. R. Sun, C.
Wu, Int. J. Exergy 2006, 3, 191; F. Wu, L. G. Chen, F. R. Sun, C.
Wu, F. Z. Guo, J. Appl. Phys. 2006, 99 ; X. Zhu, L. Chen, F. Sun,
C. Wu, J. Energy Inst. 2006, 79, 42; L. G. Chen, X. Q. Zhu, F. R.
Sun, C. Wu, J. Phys. D 2005, 38, 113; L. G. Chen, F. R. Sun, C.
Wu, Int. J. Green Energy 2005, 2, 243; L. Chen, J. Zheng, F. Sun,
C. Wu, Proc. Inst. Mech. Eng. Part A 2005, 219, 559; Y. L. Ge,
L. G. Chen, F. R. Sun, C. Wu, Int. Commun. Heat Mass Transfer
2005, 32, 1045; Y. L. Ge, L. G. Chen, F. R. Sun, C. Wu, Int. J.
Therm. Sci. 2005, 44, 506; W. H. Wang, L. G. Chen, F. R. Sun, C.
Wu, Int. J. Therm. Sci. 2005, 44, 89; S. B. Zhou, L. G. Chen, F. R.
Sun, C. Wu, Appl. Energy 2005, 81, 376; L. G. Chen, X. Q. Zhu,
F. R. Sun, C. Wu, Appl. Energy 2004, 78, 305; L. G. Chen, J. X.
Lin, J. Luo, F. R. Sun, C. Wu, Int. J. Energy Res. 2002, 26, 965; F.
Wu, C. Wu, L. G. Chen, F. R. Sun, Int. J. Energy Res. 2002, 26,
217; J. L. Zheng, L. G. Chen, F. R. Sun, C. Wu, Int. J. Therm.
Sci. 2002, 41, 201; L. G. Chen, J. L. Zheng, F. R. Sun, C. Wu, J.
Phys. D 2001, 34, 422; J. X. Lin, L. G. Chen, C. Wu, F. R. Sun,
Int. J. Energy Res. 1999, 23, 765; L. G. Chen, F. R. Sun, C. Wu,
R. L. Kiang, Energy Convers. Manage. 1997, 38, 871; L. G.
Chen, F. M. Zeng, F. R. Sun, C. Wu, Energy 1996, 21, 1201.

[35] J. Li, L. G. Chen, F. R. Sun, Sci. China Ser. G 2009, 52, 587; L. G.
Chen, J. Li, F. R. Sun, Appl. Energy 2008, 85, 52; J. Li, L. G.
Chen, F. R. Sun, J. Energy Inst. 2008, 81, 168; Q. Li, L. G. Chen,
F. Wu, F. Z. Guo, D. L. Guo, Appl. Energy 2008, 85, 634.

[36] Y. �st, B. Sahin, A. Kodal, J. Energy Inst. 2005, 78, 145; Y. Ust,
B. Sahin, O. S. Sogut, Appl. Energy 2005, 82, 23; O. S. Sogut, Y.
Ust, B. Sahin, J. Phys. D 2006, 39, 4713; Y. Ust, O. S. Sogut, B.
Sahin, A. Durmayaz, J. Energy Inst. 2006, 79, 47; Y. Ust, B.
Sahin, A. Kodal, I. H. Akcay, Appl. Energy 2006, 83, 558; Y.
Ust, B. Sahin, A. Kodal, Int. J. Therm. Sci. 2006, 45, 94; Y. Ust,
B. Sahin, Int. J. Refrig. 2007, 30, 527.

[37] L. G. Chen, J. X. Lin, F. R. Sun, C. I. Wu, Energy Convers.
Manage. 1998, 39, 337; J. De Luca, A. J. Lichtenberg, S. Ruffo,
Phys. Rev. E 1999, 60, 3781; L. B. Erbay, H. Yavuz, Appl.
Energy 1999, 62, 155; A. Kodal, J. Phys. D 1999, 32, 2958; A.
Kodal, B. Sahin, T. Yilmaz, Energy Convers. Manage. 2000, 41,
235; G. Ib��ez, S. Cuevas, M. L. de Haro, Energy Convers.
Manage. 2002, 43, 1757; B. Sahin, U. Kesgin, A. Kodal, N.
Vardar, Energy Convers. Manage. 2002, 43, 2019; A. Koyun,
Energy Convers. Manage. 2004, 45, 1941; T. Yilmaz, Y. Ust, A.
Erdil, Renewable Energy 2006, 31, 1333; T. Yilmaz, Y.
Durmusoglu, Int. J. Energy Res. 2008, 32, 623; Y. Ust, Int. J.
Thermophys. 2009, 30, 1001; Y. Ust, B. Sahin, A. Kodal, J.
Energy Inst. 2009, 82, 48.

[38] A. De Vos, Energy Convers. Manage. 1995, 36, 1.
[39] B. Sahin, A. Kodal, Energy Convers. Manage. 2001, 42, 1085;

P. Y. Wang, S. S. Hou, Energy Convers. Manage. 2005, 46, 2637;
B. Sahin, Y. Ust, T. Yilmaz, I. H. Akcay, Renewable Energy
2006, 31, 1033; M. A. Barranco-Jim�nez, N. Sanchez-Salas,
M. A. Rosales, Entropy 2009, 11, 443.

[40] J. M. Gordon, Y. Zarmi, Am. J. Phys. 1989, 57, 995; M. A.
Barranco-Jimenez, J. C. Chimal-Eguia, F. Angulo-Brown, Rev.
Mex. Fis. 2006, 52, 205.

[41] A. De Vos, G. Flater, Am. J. Phys. 1991, 59, 751; A. Devos, P.
Vanderwel, J. Non-Equilib. Thermodyn. 1992, 17, U302.

[42] F. Weinhold, Acc. Chem. Res. 1976, 9, 236; F. Weinhold, J.
Chem. Phys. 1975, 63, 2479.

[43] P. Salamon, B. Andresen, P. D. Gait, R. S. Berry, J. Chem. Phys.
1980, 73, 1001.

[44] P. Salamon, R. S. Berry, Phys. Rev. Lett. 1983, 51, 1127.
[45] P. Salamon, J. Nulton, E. Ihrig, J. Chem. Phys. 1984, 80, 436.
[46] P. Salamon, J. D. Nulton, R. S. Berry, J. Chem. Phys. 1985, 82,

2433; L. Diosi, P. Salamon in Thermodynamics of Energy
Conversion and Transport (Eds.: A. De Vos, S. Sieniutycz),
Springer, Berlin, 2000, p. 286.

[47] J. Nulton, P. Salamon, B. Andresen, Q. Anmin, J. Chem. Phys.
1985, 83, 334.

[48] B. Andresen, C. Essex, in preparation, 2010.
[49] J. D. Flick, P. Salamon, B. Andresen, Inf. Sci. 1987, 42, 239.
[50] H. Quevedo, Gen. Relativ. Gravit. 2008, 40, 971; G. Betschart,

E. Kant, F. R. Klinkhamer, Nucl. Phys. B 2009, 815, 198; H.
Quevedo, A. Sanchez, J. High Energy Phys. 2008, 9, 34, 87504;
H. Quevedo, A. Sanchez, Phys. Rev. D 2009, 79 ; H. Quevedo,
R. Zaarate, Rev. Mex. Fis. 2003, 49, 125.

[51] A. A. Shapiro, E. H. Stenby, Fluid Phase Equilib. 2001, 178, 17;
S. Lago, F. Gamez, M. Cortada, P. J. Merkling, B. Garzon, J.
Phys. Chem. B 2008, 112, 8069.

[52] G. Ruppeiner, Phys. Rev. A 1979, 20, 1608; G. Ruppeiner, Phys.
Rev. A 1981, 24, 488; G. Ruppeiner, Rev. Mod. Phys. 1995, 67,
605; G. Ruppeiner, Rev. Mod. Phys. 1996, 68, 313; G.
Ruppeiner, Phys. Rev. E 1998, 57, 5135; G. Ruppeiner, Phys.
Rev. E 2005, 72.

[53] M. Dolfin, M. Francaviglia, P. Rogolino, J. Non-Equilib.
Thermodyn. 1998, 23, 250; J. F. Branco, C. T. Pinho, R. A.
Figueiredo, J. Non-Equilib. Thermodyn. 2002, 27, 239; B. H.
Lavenda, Naturwissenschaften 2005, 92, 523; C. A. Fuertes,
Fortschr. Phys. 2008, 56, 882; S. G. Rajeev, Ann. Phys. 2008, 323,
768.

[54] B. Andresen, R. S. Berry, E. Ihrig, P. Salamon, Phys. Rev. A
1988, 37, 849; B. Andresen, R. S. Berry, R. Gilmore, E. Ihrig, P.
Salamon, Phys. Rev. A 1988, 37, 845.

[55] O. C. Mullins, R. S. Berry, J. Phys. Chem. 1984, 88, 723; R. S. H.
Mah, J. J. Nicholas, R. B. Wodnik, AIChE J. 1977, 23, 651.

[56] E. Sauar, R. Rivero, S. Kjelstrup, K. M. Lien, Energy Convers.
Manage. 1997, 38, 1777; G. M. de Koeijer, S. Kjelstrup, H. J.
van der Kooi, B. Gross, K. F. Knoche, T. R. Andersen, Energy
Convers. Manage. 2002, 43, 1571; G. de Koeijer, A. Rosjorde, S.
Kjelstrup, Energy 2004, 29, 2425; A. Rosjorde, S. Kjelstrup,
Chem. Eng. Sci. 2005, 60, 1199.

[57] J. D. Nulton, P. Salamon, J. Non-Equilib. Thermodyn. 2002, 27,
271; P. Salamon, J. D. Nulton, G. Siragusa, A. Limon, D.
Bedeaux, S. Kjelstrup, J. Non-Equilib. Thermodyn. 2002, 27, 45.

[58] R. Monroy-Loperena, J. Alvarez-Ramirez, AIChE J. 2004, 50,
2113.

[59] A. M. Tsirlin, D. V. Zubov, A. V. Barbot, Theor. Found. Chem.
Eng. 2006, 40, 245.

[60] A. M. Tsirlin, T. S. Romanova, I. N. Grigorevskii, Theor.
Found. Chem. Eng. 2008, 42, 421.

[61] V. A. Mironova, L. E. Surkova, Theor. Found. Chem. Eng.
1998, 32, 542.

[62] A. M. Tsirlin, V. A. Mironova, S. A. Amelkin, V. Kazakov,
Phys. Rev. E 1998, 58, 215.

[63] B. Maansson, B. Andresen, Ind. Eng. Chem. Process Des. Dev.
1986, 25, 59.

[64] J. C. Sch�n, B. Andresen, J. Phys. Chem. 1996, 100, 8843.
[65] A. De Vos, J. Phys. Chem. 1991, 95, 4534.
[66] L. G. Chen, F. R. Sun, C. H. Wu, J. Z. Gong, Appl. Therm. Eng.

1997, 17, 629; L. G. Chen, F. R. Sun, C. Wu, J. Yu, Energy
Convers. Manage. 1997, 38, 1841; L. G. Chen, F. R. Sun, C. Wu,
J. Phys. D 1998, 31, 1595; D. Xia, L. E. Chen, F. R. Sun, C. Wu,

B. AndresenReviews

2702 www.angewandte.org � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2011, 50, 2690 – 2705
� �

These are not the final page numbers!

http://dx.doi.org/10.1016/0140-7007(95)96863-2
http://dx.doi.org/10.1063/1.356215
http://dx.doi.org/10.1016/j.apm.2009.06.001
http://dx.doi.org/10.1016/j.apenergy.2006.04.003
http://dx.doi.org/10.1016/j.apenergy.2006.04.003
http://dx.doi.org/10.1179/174602207X241941
http://dx.doi.org/10.1179/174602207X241941
http://dx.doi.org/10.1179/174602207X174540
http://dx.doi.org/10.1179/174602207X174540
http://dx.doi.org/10.1016/j.solener.2005.01.013
http://dx.doi.org/10.1016/j.solener.2005.01.013
http://dx.doi.org/10.1016/j.apenergy.2004.09.004
http://dx.doi.org/10.1016/j.apenergy.2004.09.004
http://dx.doi.org/10.1016/j.apenergy.2005.12.003
http://dx.doi.org/10.1504/IJEX.2006.009045
http://dx.doi.org/10.1179/174602206X90940
http://dx.doi.org/10.1088/0022-3727/38/1/018
http://dx.doi.org/10.1080/01971520500198783
http://dx.doi.org/10.1243/095765005X31234
http://dx.doi.org/10.1016/j.icheatmasstransfer.2005.02.002
http://dx.doi.org/10.1016/j.icheatmasstransfer.2005.02.002
http://dx.doi.org/10.1016/j.ijthermalsci.2004.10.001
http://dx.doi.org/10.1016/j.ijthermalsci.2004.10.001
http://dx.doi.org/10.1016/j.ijthermalsci.2004.06.002
http://dx.doi.org/10.1016/j.apenergy.2004.09.009
http://dx.doi.org/10.1016/j.apenergy.2003.08.006
http://dx.doi.org/10.1002/er.820
http://dx.doi.org/10.1002/er.777
http://dx.doi.org/10.1002/er.777
http://dx.doi.org/10.1016/S1290-0729(01)01298-4
http://dx.doi.org/10.1016/S1290-0729(01)01298-4
http://dx.doi.org/10.1088/0022-3727/34/3/329
http://dx.doi.org/10.1088/0022-3727/34/3/329
http://dx.doi.org/10.1002/(SICI)1099-114X(199907)23:9%3C765::AID-ER513%3E3.0.CO;2-Z
http://dx.doi.org/10.1016/S0196-8904(96)00090-8
http://dx.doi.org/10.1016/0360-5442(96)00057-6
http://dx.doi.org/10.1007/s11433-009-0074-5
http://dx.doi.org/10.1016/j.apenergy.2007.06.001
http://dx.doi.org/10.1179/174602208X330310
http://dx.doi.org/10.1016/j.apenergy.2007.10.004
http://dx.doi.org/10.1179/014426005X50779
http://dx.doi.org/10.1016/j.apenergy.2004.08.005
http://dx.doi.org/10.1088/0022-3727/39/21/031
http://dx.doi.org/10.1179/174602206X90959
http://dx.doi.org/10.1016/j.apenergy.2005.05.009
http://dx.doi.org/10.1016/j.ijthermalsci.2005.04.005
http://dx.doi.org/10.1016/j.ijrefrig.2006.07.002
http://dx.doi.org/10.1016/S0196-8904(96)00195-1
http://dx.doi.org/10.1016/S0196-8904(96)00195-1
http://dx.doi.org/10.1103/PhysRevE.60.3781
http://dx.doi.org/10.1016/S0306-2619(99)00003-3
http://dx.doi.org/10.1016/S0306-2619(99)00003-3
http://dx.doi.org/10.1088/0022-3727/32/22/319
http://dx.doi.org/10.1016/S0196-8904(99)00107-7
http://dx.doi.org/10.1016/S0196-8904(99)00107-7
http://dx.doi.org/10.1016/S0196-8904(01)00149-2
http://dx.doi.org/10.1016/S0196-8904(03)00165-1
http://dx.doi.org/10.1016/j.renene.2005.06.012
http://dx.doi.org/10.1002/er.1377
http://dx.doi.org/10.1007/s10765-009-0573-7
http://dx.doi.org/10.1007/s10765-009-0573-7
http://dx.doi.org/10.1179/014426009X394062
http://dx.doi.org/10.1179/014426009X394062
http://dx.doi.org/10.1016/0196-8904(94)00040-7
http://dx.doi.org/10.1016/S0196-8904(00)00120-5
http://dx.doi.org/10.1016/j.enconman.2004.11.005
http://dx.doi.org/10.1016/j.renene.2005.06.001
http://dx.doi.org/10.1016/j.renene.2005.06.001
http://dx.doi.org/10.1119/1.15783
http://dx.doi.org/10.1119/1.16756
http://dx.doi.org/10.1021/ar50102a006
http://dx.doi.org/10.1063/1.431689
http://dx.doi.org/10.1063/1.431689
http://dx.doi.org/10.1063/1.440217
http://dx.doi.org/10.1063/1.440217
http://dx.doi.org/10.1103/PhysRevLett.51.1127
http://dx.doi.org/10.1063/1.446467
http://dx.doi.org/10.1063/1.448337
http://dx.doi.org/10.1063/1.448337
http://dx.doi.org/10.1063/1.449774
http://dx.doi.org/10.1063/1.449774
http://dx.doi.org/10.1016/0020-0255(87)90024-7
http://dx.doi.org/10.1007/s10714-007-0586-0
http://dx.doi.org/10.1016/j.nuclphysb.2009.02.017
http://dx.doi.org/10.1016/S0378-3812(00)00403-9
http://dx.doi.org/10.1021/jp801680z
http://dx.doi.org/10.1021/jp801680z
http://dx.doi.org/10.1103/PhysRevA.20.1608
http://dx.doi.org/10.1103/PhysRevA.24.488
http://dx.doi.org/10.1103/PhysRevA.24.488
http://dx.doi.org/10.1103/RevModPhys.67.605
http://dx.doi.org/10.1103/RevModPhys.67.605
http://dx.doi.org/10.1103/RevModPhys.68.313
http://dx.doi.org/10.1103/PhysRevE.57.5135
http://dx.doi.org/10.1515/jnet.1998.23.3.250
http://dx.doi.org/10.1515/jnet.1998.23.3.250
http://dx.doi.org/10.1515/JNETDY.2002.014
http://dx.doi.org/10.1007/s00114-005-0038-1
http://dx.doi.org/10.1002/prop.200810563
http://dx.doi.org/10.1103/PhysRevA.37.849
http://dx.doi.org/10.1103/PhysRevA.37.849
http://dx.doi.org/10.1103/PhysRevA.37.845
http://dx.doi.org/10.1021/j150648a022
http://dx.doi.org/10.1002/aic.690230505
http://dx.doi.org/10.1016/S0196-8904(96)00201-4
http://dx.doi.org/10.1016/S0196-8904(96)00201-4
http://dx.doi.org/10.1515/JNETDY.2002.016
http://dx.doi.org/10.1515/JNETDY.2002.016
http://dx.doi.org/10.1515/JNETDY.2002.003
http://dx.doi.org/10.1002/aic.10184
http://dx.doi.org/10.1002/aic.10184
http://dx.doi.org/10.1134/S0040579506030043
http://dx.doi.org/10.1134/S0040579506030043
http://dx.doi.org/10.1134/S0040579508040106
http://dx.doi.org/10.1134/S0040579508040106
http://dx.doi.org/10.1103/PhysRevE.58.215
http://dx.doi.org/10.1021/i200032a010
http://dx.doi.org/10.1021/i200032a010
http://dx.doi.org/10.1021/jp953316f
http://dx.doi.org/10.1021/j100164a065
http://dx.doi.org/10.1016/S0196-8904(96)00120-3
http://dx.doi.org/10.1016/S0196-8904(96)00120-3
http://dx.doi.org/10.1088/0022-3727/31/13/014
http://www.angewandte.org


Appl. Energy 2007, 84, 56; D. Xia, L. G. Chen, F. R. Sun, Appl.
Therm. Eng. 2007, 27, 1534; L. Chen, D. Xia, F. Sun, Proc. Inst.
Mech. Eng. Part C 2008, 222, 1523; L. Chen, D. Xia, F. Sun,
Proc. Inst. Mech. Eng. Part C 2008, 222, 1535; D. Xia, L. G.
Chen, F. R. Sun, Sci. China Ser. B 2008, 51, 958; L. G. Chen, D.
Xia, F. R. Sun, J. Energy Inst. 2009, 82, 144; D. Xia, L. G. Chen,
F. R. Sun, J. Energy Inst. 2009, 82, 176; D. Xia, L. G. Chen, F. R.
Sun, Math. Comp. Modell. 2010, 51, 127; D. Xia, L. G. Chen,
F. R. Sun, Appl. Math. Modell. 2010, 34, 140.

[67] S. J. Xia, L. G. Chen, F. R. Sun, J. Appl. Phys. 2009, 105.
[68] A. De Vos, Endoreversible Thermodynamics of Solar Energy

Conversion, Oxford University Press, Oxford, 1992.
[69] A. De Vos, A. Szymanska, V. Badescu, Energy Convers.

Manage. 2009, 50, 328; A. De Vos, Sol. Energy Mater. Sol.
Cells 1995, 38, 11.

[70] T. Ohnishi, B. L. Trumpower, J. Biol. Chem. 1980, 255, 3278;
D. F. Blair, W. R. Ellis, H. Wang, H. B. Gray, S. I. Chan, J. Biol.
Chem. 1986, 261, 1524.

[71] M. H. Rubin, Phys. Rev. A 1979, 19, 1277.
[72] H. Tolle, Optimization Methods, Springer, Berlin, 1975 ; D. E.

Kirk, Optimal Control Theory. An Introduction, Prentice-Hall,
Englewood Cliffs, NJ, 1970.

[73] C. T. Leondes, Advances in Control Systems, Academic Press,
New York, 1964.

[74] A. M. Tsirlin, Eng. Cybern. 1968, 134; A. M. Tsirlin, Eng.
Cybern. 1974, 12, 103; L. I. Rozonoer, A. M. Tsirlin, Autom.
Remote Control (Engl. Transl.) 1983, 44, 55; L. I. Rozonoer,
A. M. Tsirlin, Autom. Remote Control (Engl. Transl.) 1983, 44,
209; L. I. Rozonoer, A. M. Tsirlin, Autom. Remote Control
(Engl. Transl.) 1983, 44, 314.

[75] A. G. Kuznetsov, A. V. Rudenko, A. M. Tsirlin, Autom. Remote
Control (Engl. Transl.) 1985, 46, 693.

[76] S. A. Amelkin, B. Andresen, J. M. Burzler, K. H. Hoffmann,
A. M. Tsirlin, J. Phys. D 2004, 37, 1400.

[77] S. A. Amelkin, B. Andresen, J. M. Burzler, K. H. Hoffmann,
A. M. Tsirlin, J. Non-Equilib. Thermodyn. 2005, 30, 67.

[78] A. M. Tsirlin, V. A. Kazakov, R. S. Berry, J. Phys. Chem. 1994,
98, 3330; A. M. Tsirlin, M. A. Sofiev, V. Kazakov, J. Phys. D
1998, 31, 2264; A. M. Tsirlin, V. Kazakov, Phys. Rev. E 2000, 62,
307; A. M. Tsirlin, E. E. Leskov, V. Kazakov, J. Phys. Chem. A
2005, 109, 9997.

[79] A. M. Tsirlin, Autom. Remote Control (Engl. Transl.) 1995, 56,
401.

[80] N. A. Kolin’ko, A. M. Tsirlin, J. Comp. Syst. Sci. Int. 2003, 42,
57; A. M. Tsirlin, V. Kazakov, N. A. Kolinko, Eur. Phys. J. B
2003, 35, 565.

[81] V. A. Mironova, V. A. Sobolev, A. M. Tsirlin, Autom. Remote
Control (Engl. Transl.) 1998, 59, 229; N. P. Belyaeva, A. M.
Tsirlin, Autom. Remote Control (Engl. Transl.) 1998, 59, 568;
V. A. Mironova, V. A. Sobolev, A. M. Tsirlin, Autom. Remote
Control (Engl. Transl.) 2000, 61, 1184.

[82] A. Tsirlin, S. Amelkin, Open Syst. Inf. Dyn. 2001, 8, 157; A. M.
Tsirlin, V. Kazakov, N. A. Kolinko, Open Syst. Inf. Dyn. 2001, 8,
329.

[83] S. A. Amel’kin, K. Martinas, A. M. Tsirlin, Autom. Remote
Control (Engl. Transl.) 2002, 63, 519.

[84] V. N. Orlov, R. S. Berry, J. Phys. Chem. 1991, 95, 5624.
[85] A. M. Tsirlin, V. Kazakov, T. S. Romanova, J. Phys. Chem. B

2007, 111, 3178; A. M. Tsirlin, T. S. Romanova, Theor. Found.
Chem. Eng. 2007, 41, 66; A. M. Tsirlin, E. N. Vyasileva, T. S.
Romanova, Theor. Found. Chem. Eng. 2009, 43, 238.

[86] R. S. Berry, P. Salamon, G. Heal, Resources Energy 1978, 1, 125.
[87] P. Salamon, J. Komlos, B. Andresen, J. D. Nulton, Math. Soc.

Sci. 1987, 13, 153.
[88] R. S. Berry, B. Andresen in Self-organization and Structures.

Applications in the Physical and Social Sciences (Eds.: W. C.

Schieve, P. M. Allen), University of Texas Press, Austin, Texas,
1982, p. 323.

[89] A. De Vos, Energy Convers. Manage. 1999, 40, 1009; A. De Vos,
Energy Convers. Manage. 1997, 38, 311.

[90] F. Ruzzenenti, R. Basosi, Energy Policy 2008, 36, 3626.
[91] Y. A. Gogus, Int. J. Energy Res. 2005, 29, 559.
[92] D. J. Evans, E. G. D. Cohen, G. P. Morriss, Phys. Rev. Lett. 1993,

71, 2401.
[93] I. Tinoco, D. Collin, P. T. X. Li, Biochem. Soc. Trans. 2004, 32,

757; C. B. Hyeon, D. Thirumalai, Biophys. J. 2006, 90, 3410; G.
Chen, J. D. Wen, I. Tinoco, RNA 2007, 13, 2175; M. Manosas, A.
Mossa, N. Forns, J. M. Huguet, F. Ritort, J. Stat. Mech. Theory
Exp. 2009, P02061.

[94] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith, I. Tinoco, C.
Bustamante, Nature 2005, 437, 231.

[95] M. Manosas, J. D. Wen, P. T. X. Li, S. B. Smith, C. Bustamante,
I. Tinoco, F. Ritort, Biophys. J. 2007, 92, 3010; L. Green, C. H.
Kim, C. Bustamante, I. Tinoco, J. Mol. Biol. 2008, 375, 511;
T. M. Hansen, L. Oddershede, M. A. Sorensen, Biophys. J.
2004, 86, 317 A; T. M. Hansen, S. N. S. Reihani, L. B. Odd-
ershede, M. A. Sorensen, Proc. Natl. Acad. Sci. USA 2007, 104,
5830.

[96] P. Maragakis, F. Ritort, C. Bustamante, M. Karplus, G. E.
Crooks, J. Chem. Phys. 2008, 129.

[97] D. Bedeaux, S. K. Ratkje, J. Electrochem. Soc. 1996, 143, 767; S.
Kjelstrup, D. Bedeaux, Phys. A 1997, 244, 213; D. Bedeaux, S.
Kjelstrup, L. J. Zhua, G. J. M. Koper, Phys. Chem. Chem. Phys.
2006, 8, 5421; L. J. Zhu, G. J. M. Koper, D. Bedeaux, J. Phys.
Chem. A 2006, 110, 4080; J. M. Rubi, M. Naspreda, S. Kjelstrup,
D. Bedeaux, J. Non-Equilib. Thermodyn. 2007, 32, 351.

[98] B. Andresen, J. M. Gordon, Phys. Rev. E 1994, 50, 4346.
[99] C. Jarzynski, Phys. Rev. Lett. 1997, 78, 2690; C. Jarzynski, Acta

Phys. Pol. B 1998, 29, 1609; C. Jarzynski, C. R. Phys. 2007, 8,
495.

[100] C. Jarzynskia, Eur. Phys. J. B 2008, 64, 331.
[101] B. Palmieri, D. Ronis, Phys. Rev. E 2007, 75, 01113300.
[102] S. Vaikuntanathan, C. Jarzynski, Epl 2009, 87, 600050.
[103] R. Kawai, J. M. R. Parrondo, C. Van den Broeck, Phys. Rev.

Lett. 2007, 98, 0806020.
[104] E. H. Feng, G. E. Crooks, Phys. Rev. Lett. 2008, 101, 090602.
[105] E. H. Feng, G. E. Crooks, Phys. Rev. E 2009, 79, 012104.
[106] G. E. Crooks, Phys. Rev. E 2000, 61, 2361.
[107] G. E. Crooks, Phys. Rev. Lett. 2007, 99, 100602.
[108] T. Schmiedl, U. Seifert, Phys. Rev. Lett. 2007, 98, 108301; T.

Schmiedl, U. Seifert, Epl 2008, 81, 20003.
[109] E. Geva, R. Kosloff, J. Chem. Phys. 1992, 97, 4398; E. Geva, R.

Kosloff, Phys. Rev. E 1994, 49, 3903.
[110] G. Lindblad, J. Phys. A 1996, 29, 4197.
[111] R. Kosloff, T. Feldmann, Phys. Rev. E 2002, 65, 55102; T.

Feldmann, R. Kosloff, Phys. Rev. E 2003, 68, 16101; T.
Feldmann, R. Kosloff, Phys. Rev. E 2004, 70, 46110; T.
Feldmann, R. Kosloff, Phys. Rev. E 2006, 73, 25107; Y. Rezek,
R. Kosloff, New J. Phys. 2006, 8, 83.

[112] Y. Rezek, P. Salamon, K. H. Hoffmann, R. Kosloff, Epl 2009,
85, 30008.

[113] P. Salamon, K. H. Hoffmann, Y. Rezek, R. Kosloff, Phys. Chem.
Chem. Phys. 2009, 11, 1027.

[114] B. Andresen, K. H. Hoffmann, P. Salamon, unpublished results.
[115] A. M. Tsirlin, V. Kazakov, J. Non-Equilib. Thermodyn. 2002,

27, 91.
[116] P. Salamon, J. D. Nulton, G. Siragusa, T. R. Andersen, A.

Limon, Energy 2001, 26, 307.
[117] D. Jou, J. Casas-Vazquez, J. Non-Equilib. Thermodyn. 2004, 29,

345.
[118] M. Santill�n, G. Maya, F. Angulo-Brown, J. Phys. D 2001, 34,

2068; Y. W. Huang, D. X. Sun, Y. M. Kang, J. Appl. Phys. 2007,
102 ; Y. W. Huang, D. X. Sun, J. Non-Equilib. Thermodyn. 2008,

Finite-Time Thermodynamics

2703Angew. Chem. Int. Ed. 2011, 50, 2690 – 2705 � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim www.angewandte.org

These are not the final page numbers! � �

http://dx.doi.org/10.1016/j.apenergy.2006.04.004
http://dx.doi.org/10.1016/j.applthermaleng.2006.09.024
http://dx.doi.org/10.1016/j.applthermaleng.2006.09.024
http://dx.doi.org/10.1243/09544062JMES1045
http://dx.doi.org/10.1243/09544062JMES1045
http://dx.doi.org/10.1243/09544062JMES998
http://dx.doi.org/10.1007/s11426-008-0062-z
http://dx.doi.org/10.1179/014426009X12448168550181
http://dx.doi.org/10.1179/014426009X12448168550145
http://dx.doi.org/10.1016/j.mcm.2009.10.009
http://dx.doi.org/10.1016/j.apm.2009.03.034
http://dx.doi.org/10.1103/PhysRevA.19.1277
http://dx.doi.org/10.1088/0022-3727/37/9/015
http://dx.doi.org/10.1515/JNETDY.2005.005
http://dx.doi.org/10.1021/j100064a014
http://dx.doi.org/10.1021/j100064a014
http://dx.doi.org/10.1088/0022-3727/31/18/011
http://dx.doi.org/10.1088/0022-3727/31/18/011
http://dx.doi.org/10.1103/PhysRevE.62.307
http://dx.doi.org/10.1103/PhysRevE.62.307
http://dx.doi.org/10.1021/jp053637j
http://dx.doi.org/10.1021/jp053637j
http://dx.doi.org/10.1140/epjb/e2003-00309-x
http://dx.doi.org/10.1140/epjb/e2003-00309-x
http://dx.doi.org/10.1023/A:1011958701019
http://dx.doi.org/10.1023/A:1013997704161
http://dx.doi.org/10.1023/A:1013997704161
http://dx.doi.org/10.1021/j100167a047
http://dx.doi.org/10.1021/jp065730t
http://dx.doi.org/10.1021/jp065730t
http://dx.doi.org/10.1134/S0040579507010071
http://dx.doi.org/10.1134/S0040579507010071
http://dx.doi.org/10.1134/S0040579509030026
http://dx.doi.org/10.1016/0165-0572(78)90002-6
http://dx.doi.org/10.1016/0165-4896(87)90052-7
http://dx.doi.org/10.1016/0165-4896(87)90052-7
http://dx.doi.org/10.1016/S0196-8904(99)00007-2
http://dx.doi.org/10.1016/S0196-8904(96)00052-0
http://dx.doi.org/10.1016/j.enpol.2008.06.014
http://dx.doi.org/10.1103/PhysRevLett.71.2401
http://dx.doi.org/10.1103/PhysRevLett.71.2401
http://dx.doi.org/10.1529/biophysj.105.078030
http://dx.doi.org/10.1261/rna.676707
http://dx.doi.org/10.1038/nature04061
http://dx.doi.org/10.1529/biophysj.106.094243
http://dx.doi.org/10.1016/j.jmb.2007.05.058
http://dx.doi.org/10.1149/1.1836537
http://dx.doi.org/10.1016/S0378-4371(97)00296-3
http://dx.doi.org/10.1039/b610041d
http://dx.doi.org/10.1039/b610041d
http://dx.doi.org/10.1021/jp056301i
http://dx.doi.org/10.1021/jp056301i
http://dx.doi.org/10.1515/JNETDY.2007.027
http://dx.doi.org/10.1103/PhysRevE.50.4346
http://dx.doi.org/10.1103/PhysRevLett.78.2690
http://dx.doi.org/10.1016/j.crhy.2007.04.010
http://dx.doi.org/10.1016/j.crhy.2007.04.010
http://dx.doi.org/10.1140/epjb/e2008-00254-2
http://dx.doi.org/10.1209/0295-5075/87/60005
http://dx.doi.org/10.1103/PhysRevE.61.2361
http://dx.doi.org/10.1209/0295-5075/81/20003
http://dx.doi.org/10.1063/1.463909
http://dx.doi.org/10.1103/PhysRevE.49.3903
http://dx.doi.org/10.1088/0305-4470/29/14/037
http://dx.doi.org/10.1088/1367-2630/8/5/083
http://dx.doi.org/10.1209/0295-5075/85/30008
http://dx.doi.org/10.1209/0295-5075/85/30008
http://dx.doi.org/10.1039/b816102j
http://dx.doi.org/10.1039/b816102j
http://dx.doi.org/10.1515/JNETDY.2002.006
http://dx.doi.org/10.1515/JNETDY.2002.006
http://dx.doi.org/10.1016/S0360-5442(00)00059-1
http://dx.doi.org/10.1515/JNETDY.2004.060
http://dx.doi.org/10.1515/JNETDY.2004.060
http://dx.doi.org/10.1515/JNETDY.2008.004
http://www.angewandte.org


33, 61; J. Ch	mal-Egu	a, M. Barranco-Jimenez, F. Angulo-
Brown, Open Syst. Inf. Dyn. 2006, 13, 43; R. P�ez-Hern�ndez,
F. Angulo-Brown, M. Santillan, J. Non-Equilib. Thermodyn.
2006, 31, 173; C. S. Burande, A. A. Bhalekar, J. Indian Chem.
Soc. 2003, 80, 583; A. A. Bhalekar, J. Indian Chem. Soc. 2004,
81, 1119; C. S. Burande, A. A. Bhalekar, Energy 2005, 30, 897;
V. M. Tangde, A. A. Bhalekar, B. Venkataramani, Phys. Scr.
2007, 75, 460.

[119] N. Metropolis, A. W. Rosenbluth, M. N. Rosenbluth, A. H.
Teller, E. Teller, J. Chem. Phys. 1953, 21, 1087.

[120] P. Salamon, J. D. Nulton, J. R. Harland, J. Pedersen, G.
Ruppeiner, L. Liao, Comput. Phys. Commun. 1988, 49, 423;
G. Ruppeiner, J. M. Pedersen, P. Salamon, J. Phys. I 1991, 1,
455.

[121] P. Salamon, P. Sibani, R. Frost, Facts, Conjectures, and Improve-
ments for Simulated Annealing, Society for Industrial and
Applied Mathematic, 2002.

[122] W. P. Reinhardt, J. E. Hunter, J. Chem. Phys. 1992, 97, 1599;
J. E. Hunter, W. P. Reinhardt, T. F. Davis, J. Chem. Phys. 1993,
99, 6856; M. A. Miller, W. P. Reinhardt, J. Chem. Phys. 2000,
113, 7035; W. P. Reinhardt, M. A. Miller, L. M. Amon, Acc.
Chem. Res. 2001, 34, 607.

[123] J. C. Sch�n, J. Chem. Phys. 1996, 105, 10072.
[124] M. Santoro, J. C. Sch�n, M. Jansen, Phys. Rev. E 2007, 76.
[125] J. C. Sch�n, M. Jansen, Z. Kristallogr. 2001, 216, 307; J. C.

Sch�n, M. Jansen, Z. Kristallogr. 2001, 216, 361; M. Jansen, J. C.
Sch�n, Angew. Chem. 2006, 118, 3484; Angew. Chem. Int. Ed.
2006, 45, 3406; K. Doll, J. C. Sch�n, M. Jansen, Phys. Chem.
Chem. Phys. 2007, 9, 6128; K. Doll, J. C. Sch�n, M. Jansen,
Phys. Rev. B 2008, 78 ; J. C. Sch�n, Z. Anorg. Allg. Chem. 2009,
635, 1794; J. C. Sch�n, M. Jansen, Int. J. Mater. Res. 2009, 100,
135.

[126] B. R. Noack, M. Schlegel, B. Ahlborn, G. Mutschke, M.
Morzynski, P. Comte, G. Tadmor, J. Non-Equilib. Thermodyn.
2008, 33, 103.

[127] R. K. Niven, Phys. Rev. E 2009, 80.
[128] Telluride Science Research Center, Telluride, Colorado, USA,

http://www.telluridescience.org/.
[129] R. K. Niven, Phys. Lett. A 2005, 342, 286; R. K. Niven, Epl

2009, 86.
[130] G. Lebon, D. Jou, J. Casas-Vazquez, Finite-Time Thermody-

namics: Economy, Ecology, and Heat Engines, Springer, Berlin,
2008.

B. AndresenReviews

2704 www.angewandte.org � 2011 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim Angew. Chem. Int. Ed. 2011, 50, 2690 – 2705
� �

These are not the final page numbers!

http://dx.doi.org/10.1515/JNETDY.2008.004
http://dx.doi.org/10.1016/j.energy.2004.04.004
http://dx.doi.org/10.1088/0031-8949/75/4/016
http://dx.doi.org/10.1088/0031-8949/75/4/016
http://dx.doi.org/10.1063/1.1699114
http://dx.doi.org/10.1016/0010-4655(88)90003-3
http://dx.doi.org/10.1051/jp1:1991146
http://dx.doi.org/10.1051/jp1:1991146
http://dx.doi.org/10.1063/1.463235
http://dx.doi.org/10.1063/1.465830
http://dx.doi.org/10.1063/1.465830
http://dx.doi.org/10.1063/1.1313537
http://dx.doi.org/10.1063/1.1313537
http://dx.doi.org/10.1021/ar950181n
http://dx.doi.org/10.1021/ar950181n
http://dx.doi.org/10.1524/zkri.216.6.307.20339
http://dx.doi.org/10.1524/zkri.216.7.361.20362
http://dx.doi.org/10.1002/ange.200504510
http://dx.doi.org/10.1002/anie.200504510
http://dx.doi.org/10.1002/anie.200504510
http://dx.doi.org/10.1039/b709943f
http://dx.doi.org/10.1039/b709943f
http://dx.doi.org/10.1002/zaac.200900207
http://dx.doi.org/10.1002/zaac.200900207
http://dx.doi.org/10.1515/JNETDY.2008.006
http://dx.doi.org/10.1515/JNETDY.2008.006
http://dx.doi.org/10.1016/j.physleta.2005.05.063
http://www.angewandte.org


Reviews

Finite-Time Thermodynamics

B. Andresen* &&&&—&&&&

Current Trends in Finite-Time
Thermodynamics

The essential element of thermodynamic
optimization is to coax a system (the
horse) along the optimal path by inter-
action with a judicially varying reservoir
(the moving carrot). This is called a
horse–carrot process. If the distance from
the horse to the carrot is small the horse
will not move very quickly; if the distance
is too large, it will give up and not move at
all. The goal of optimization is to find the
right driving force under the given con-
ditions.
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